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Abstract
We present an example-based exposition and review of recent advances in symbol-based spectral analysis. We consider

constant- and variable-coefficient, second-order eigenvalue problems discretized through the (isogeometric) Galerkin

method based on B-splines of degree p and smoothness Ck, 0� k� p� 1. For each discretized problem, we compute the

so-called symbol, which is a function describing the asymptotic singular value and eigenvalue distribution of the associated

discretization matrices. Using the symbol, we are able to formulate analytical predictions for the eigenvalue errors

occurring when the exact eigenvalues are approximated by the numerical eigenvalues. In this way, we recover and extend

previous analytical spectral results. We are also able to predict the existence of p� k spectral branches, one ‘‘acoustical’’

and p� k � 1 ‘‘optical’’, when discretizing the one-dimensional Laplacian eigenvalue problem. We provide explicit and

implicit analytical expressions for these branches, and we quantify the divergence to infinity with respect to p of the largest

optical branch in the case of C0 smoothness (the case of classical finite element analysis).

1 Introduction

The two primary classes of mathematical techniques for

studying finite element methods are functional analysis and

spectral analysis. The purposes they serve tend to be

complementary.

Functional analysis typically provides stability bounds,

convergence proofs and error estimates in integral norms,

and is applicable to unstructured meshes on complex

geometries. It is fair to say that it is the mathematical

standard for the finite element method. However, it often

only provides asymptotic information, for example, the rate

at which a measure of error decreases as mesh refinement is

taken to the limit. In engineering, computations are not

& Alessandro Reali

alessandro.reali@unipv.it

Carlo Garoni

carlo.garoni@uninsubria.it

Hendrik Speleers

speleers@mat.uniroma2.it

Sven-Erik Ekström

sven-erik.ekstrom@it.uu.se

Stefano Serra-Capizzano

stefano.serrac@uninsubria.it

Thomas J. R. Hughes

hughes@ices.utexas.edu

1 Department of Science and High Technology, University of

Insubria, Como, Italy

2 Institute of Computational Science, USI University, Lugano,

Switzerland

3 Department of Mathematics, University of Rome Tor

Vergata, Rome, Italy

4 Department of Information Technology, Uppsala University,

Uppsala, Sweden

5 Department of Civil Engineering and Architecture,

University of Pavia, Pavia, Italy

6 Institute of Applied Mathematics and Information

Technology, CNR, Pavia, Italy

7 Institute for Advanced Studies, Technical University of

Munich, Munich, Germany

8 Institute for Computational Engineering and Sciences, The

University of Texas at Austin, Austin, TX, USA

123

Archives of Computational Methods in Engineering (2019) 26:1639–1690
https://doi.org/10.1007/s11831-018-9295-y(0123456789().,-volV)(0123456789().,-volV)

http://orcid.org/0000-0001-9720-092X
http://orcid.org/0000-0003-4110-3308
http://orcid.org/0000-0002-7875-7543
http://orcid.org/0000-0002-0639-7067
http://orcid.org/0000-0001-9477-109X
http://crossmark.crossref.org/dialog/?doi=10.1007/s11831-018-9295-y&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s11831-018-9295-y&amp;domain=pdf
https://doi.org/10.1007/s11831-018-9295-y


performed in the limit. There may be, at most, a few

meshes of different resolution, but usually there is only

one, and the results for it are influenced by all eigenmodes

composing the system, even ones that are not resolved at

all, that is, not in the asymptotic range. This is well known

in engineering circles and an issue of significant practical

importance [18].

Spectral analysis typically provides a global portrait of

all the modes comprising a discretization, that is, for a

particular mesh, it reveals the precise errors in each

eigenvalue and eigenfunction, from which the total error

may be constructed for various classes of boundary and

initial-value problems [20]. It often also provides results in

analytical form, including explicit information about how

parameters influence results. However, it is traditionally

only applicable to highly structured situations, for example,

uniform meshes with constant-coefficient differential

operators, which are more typical of finite differences than

finite elements. Consequently, it has played a minor role

compared to functional analysis in the mathematical finite

element literature.

Recent advances of spectral analysis have occurred in

the mathematics literature that have extended its realm of

applicability. As an example, we may mention that it is

now possible to apply spectral analysis to differential

equations with smoothly-varying, non-constant coeffi-

cients, using a geometry map and varying material prop-

erties. These advances have emerged from a deeper study

of the symbol, a function associated with a sequence of

Generalized Locally Toeplitz (GLT) matrices, which often

arise in finite element and isogeometric discretizations of

problems of practical interest. When the matrices are

Hermitian (in particular, symmetric), one can extract

information about the distribution of eigenvalues from the

symbol.

In [20], the authors made the case for the importance of

spectral analysis in understanding finite element and

spline-based discretizations. Significant differences in the

behavior of discretization procedures are often manifestly

evident in spectral analysis, but entirely missed by func-

tional analysis, and these are of the utmost importance in

practical engineering problem solving. The purposes of this

paper are to present an elementary, example-based expo-

sition and review of the recent developments in symbol-

based spectral analysis, accessible to the computational

engineering community.

Consider a discretized version of a linear differential

problem defined on a (uniform) mesh characterized by a

discretization parameter n (related to the number of mesh

elements), and let Ln be the matrix associated with the

linear discrete problem. The size of Ln grows as n

increases, that is, as the mesh is progressively refined, and

ultimately we are left with a sequence of discretization

matrices Ln such that sizeðLnÞ ! 1 as n ! 1. What is

often observed in practice is that the sequence fLngn is a

GLT sequence and we can associate with fLngn a special

function e, the so-called symbol. The symbol describes the

asymptotic distribution of the singular values of Ln. In

many cases, it also describes the asymptotic distribution of

the eigenvalues of Ln; this happens, for example, if (but not

only if) the matrices Ln are Hermitian. The symbol may

take values in the space of s� s matrices for some s inde-

pendent of n.

The theory of GLT sequences is a mathematically

complicated machinery [25, 26] and will not be presented

herein; the interested reader is referred to [14] for an

introduction to this subject and to [1, 13–15, 17] for

advanced studies. The precise definitions of asymptotic

singular value and eigenvalue distributions for a given

sequence of matrices fLngn are technical concepts and are

stated in Appendix. Throughout this paper, we use the

notation fLngn � GLTe to indicate that fLngn is a GLT

sequence with symbol e. Moreover, we write fLngn � re

(resp., fLngn � ke) whenever fLngn has an asymptotic

singular value distribution (resp., eigenvalue distribution)

described by e. If both the relations fLngn � re and

fLngn � ke are satisfied, we sometimes write fLngn � r;ke

for brevity.

In Sects. 2 and 3, which deal with the constant- and

variable-coefficient cases, respectively, we will analyze

several one-dimensional second-order eigenvalue problems

discretized through the (isogeometric) Galerkin method

based on B-splines of degree p and smoothness Ck,

0� k� p� 1. In this specific context, we will illustrate:

• the practical procedures for computing symbols, that is,

for proving relations such as fLngn � GLTe;

• the practical meaning and the engineering implications

of the eigenvalue distribution fLngn � ke.

Among the implications, we will see that the symbol e

allows us to formulate analytical predictions for the

eigenvalue errors occurring when the exact eigenvalues are

approximated through the numerical eigenvalues. In this

way, we will be able to recover and extend some of the

analytical spectral results that have already appeared in the

engineering literature [5, 20, 21, 23]. Using the symbol, we

will also predict the existence of p� k spectral branches

when discretizing the one-dimensional Laplacian eigen-

value problem by the Galerkin method based on B-splines

of degree p and smoothness Ck. The first branch is known

as the ‘‘acoustical branch’’ and provides good approxima-

tions to the Laplacian eigenvalues, while the other p� k �
1 branches are the so-called ‘‘optical branches’’, which are

spurious and do not provide approximations to the Lapla-

cian eigenvalues. In the case of maximal smoothness Cp�1,
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which is representative of Isogeometric Analysis (IgA)

[4, 19], we will provide the analytical expression for all

degrees p of the unique branch (the acoustical branch). In

the case of minimal smoothness C0, which is typical of

classical Finite Element Analysis (FEA) [18], we have p

different spectral branches (one acoustical and p� 1 opti-

cal); we will provide implicit analytical expressions of

these branches and we will quantify the divergence to

infinity of the largest optical branch with respect to p.

2 Galerkin Discretization of the Laplacian
Eigenvalue Problem

Consider the one-dimensional Laplacian eigenvalue

problem:

�u00j ðxÞ ¼ kjujðxÞ; x 2 ð0; 1Þ;
ujð0Þ ¼ ujð1Þ ¼ 0:

�
ð2:1Þ

The corresponding weak formulation reads as follows: find

eigenvalues kj 2 Rþ and eigenfunctions uj 2 H1
0ð½0; 1�Þ, for

j ¼ 1; 2; . . .;1, such that, for all v 2 H1
0ð½0; 1�Þ,

aðuj; vÞ ¼ kjðuj; vÞ;

where

aðuj; vÞ :¼
Z 1

0

u0jðxÞv0ðxÞdx; ðuj; vÞ :¼
Z 1

0

ujðxÞvðxÞdx:

In the Galerkin method, we first fix a set of basis

functions fu1; . . .;uNn
g � H1

0ð½0; 1�Þ and define the

approximation space Wn :¼ spanðu1; . . .;uNn
Þ. Then, we

obtain approximations of the exact eigenpairs

kj :¼ j2p2; ujðxÞ :¼ sinðjpxÞ; j ¼ 1; 2; . . .;1;

by solving the following Galerkin problem: find kj;n 2 Rþ

and uj;n 2 Wn, for j ¼ 1; . . .;Nn, such that, for all vn 2 Wn,

aðuj;n; vnÞ ¼ kj;nðuj;n; vnÞ: ð2:2Þ

Assuming the numerical eigenvalues kj;n are arranged in

non-decreasing order, the pair ðkj;n; uj;nÞ is taken as an

approximation of the pair ðkj; ujÞ for all j ¼ 1; . . .;Nn. The

corresponding quantities

kj;n � kj
kj

¼ kj;n
kj

� 1; j ¼ 1; . . .;Nn ;

are referred to as the (relative) eigenvalue errors.

In view of the canonical identification of each function

vn 2 Wn with its coefficient vector with respect to the basis

fu1; . . .;uNn
g, solving the Galerkin problem (2.2) is

equivalent to solving the generalized matrix eigenvalue

problem

Knuj;n ¼ kj;nMnuj;n; ð2:3Þ

where uj;n is the coefficient vector of uj;n with respect to

fu1; . . .;uNn
g and

Kn :¼ aðuj;uiÞ
� �Nn

i;j¼1
¼

Z 1

0

u0
jðxÞu0

iðxÞdx
� �Nn

i;j¼1

; ð2:4Þ

Mn :¼ ðuj;uiÞ
� �Nn

i;j¼1
¼

Z 1

0

ujðxÞuiðxÞdx
� �Nn

i;j¼1

: ð2:5Þ

The matrices Kn and Mn are, respectively, the stiffness and

mass matrices. Both Kn and Mn are always symmetric

positive definite, regardless of the chosen basis functions

u1; . . .;uNn
. Moreover, it is clear from (2.3) that the

numerical eigenvalues kj;n, j ¼ 1; . . .;Nn, are just the

eigenvalues of the matrix

Ln :¼ ðMnÞ�1Kn: ð2:6Þ

2.1 Basics on B-Splines

We aim to use B-splines of various degree and smoothness

on uniform meshes as the basis functions u1; . . .;uNn
in the

discretization of (2.1). To this end, we start by recalling

some basic properties of the B-splines of interest. For

0� k� p� 1, let Vn;½p;k� be the space of functions in

Ckð½0; 1�Þ that are piecewise polynomials of degree at most

p on each subinterval
�
i
n
; iþ1

n

�
, i ¼ 0; . . .; n� 1. In formulas,

Vn;½p;k� :¼
�
v 2 Ckð½0; 1�Þ : v i

n
;iþ1
n½ Þj 2 Pp for i ¼ 0; . . .; n� 1

	
;

where Pp is the space of polynomials of degree at most p.

We denote by

Bi;½p;k�; i ¼ 1; . . .; nðp� kÞ þ k þ 1; ð2:7Þ

the B-splines of degree p and smoothness Ck

(0� k� p� 1) defined on the knot sequence

ft1; t2; . . .; tnðp�kÞþpþkþ2g :¼�
0; . . .; 0|fflfflffl{zfflfflffl}

pþ1

;
1

n
; . . .;

1

n|fflfflfflffl{zfflfflfflffl}
p�k

;
2

n
; . . .;

2

n|fflfflfflffl{zfflfflfflffl}
p�k

; . . .;
n� 1

n
; . . .;

n� 1

n|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
p�k

; 1; . . .; 1|fflfflffl{zfflfflffl}
pþ1

�
:

The B-splines (2.7) form a basis for the space Vn;½p;k�. The

support of the i-th B-spline is given by

suppðBi;½p;k�Þ ¼ ½ti; tiþpþ1�; i ¼ 1; . . .; nðp� kÞ þ k þ 1:

ð2:8Þ

Except for the first and the last one, all the other B-splines

vanish on the boundary of [0, 1], i.e.,

Bi;½p;k�ð0Þ ¼ Bi;½p;k�ð1Þ ¼ 0; i ¼ 2; . . .; nðp� kÞ þ k:
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Moreover, we have

B1;½p;k�ð0Þ ¼ 1; Bnðp�kÞþkþ1;½p;k�ð0Þ ¼ 0;

B1;½p;k�ð1Þ ¼ 0; Bnðp�kÞþkþ1;½p;k�ð1Þ ¼ 1:

We refer the reader to [2, 22, 24] for details on B-splines.

Figures 1, 8, 14, 21, 27, 33 show the graphs of the B-

splines (2.7) for p ¼ 1; 2; 3 and 0� k� p� 1.

2.2 Linear C0 B-Spline Discretization

In the linear C0 B-spline discretization of (2.1) on a uni-

form mesh with stepsize 1
n
, the basis functions u1; . . .;uNn

are the so-called ‘‘hat-functions’’, that is, the C0

B-splines of degree 1 defined on the knot sequence�
0; 0; 1

n
; 2
n
; . . .; n�1

n
; 1; 1

	
(excluding the first and the last B-

spline which do not vanish on the boundary of [0, 1]).

According to the notation introduced in Sect. 2.1, the basis

functions are fB2;½1;0�; . . .;Bn;½1;0�g; see Fig. 1. Note that

B2;½1;0�; . . .;Bn;½1;0� are uniformly shifted-scaled versions of

the fixed reference B-spline /½1;0� depicted in Fig. 2, which

is simply the C0 B-spline of degree 1 defined on the knot

sequence
�
0; 1; 2g. The resulting normalized stiffness and

mass matrices are given by

1

n
Kn :¼

2 � 1

�1 2 � 1

. .
. . .

. . .
.

� 1 2 � 1

� 1 2

2
66664

3
77775;

and

nMn :¼
1

6

4 1

1 4 1

. .
. . .

. . .
.

1 4 1

1 4

2
66664

3
77775:

Now, if g : ½�p;p� ! C is a function in L1ð½�p; p�Þ and ĝk
are its Fourier coefficients,

ĝk :¼
1

2p

Z p

�p
gðhÞe�ikhdh; k 2 Z;

the matrix

TmðgÞ :¼

ĝ0 ĝ�1 � � � � � � ĝ�ðm�1Þ

ĝ1
. .
. . .

. ..
.

..

. . .
. . .

. . .
. ..

.

..

. . .
. . .

.
ĝ�1

ĝm�1 � � � � � � ĝ1 ĝ0

2
6666666664

3
7777777775

ð2:9Þ

is referred to as the m-th Toeplitz matrix generated by g. In

particular, for any fixed t 2 N and c�t; . . .; ct 2 C we have

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1Fig. 1 Linear C0 B-splines

fB1;½1;0�; . . .;Bnþ1;½1;0�g defined

on the knot sequence�
0; 0; 1

n
; 2
n
; . . .; n�1

n
; 1; 1

	
for

n ¼ 10

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.2

0.4

0.6

0.8

1Fig. 2 Reference linear C0 B-

spline /½1;0� defined on the knot

sequence f0; 1; 2g
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ð2:10Þ

where

gðhÞ :¼
Xt

‘¼�t

c‘e
i‘h: ð2:11Þ

Indeed, by the orthogonality relationsZ p

�p
ei‘he�ikhdh ¼

2p; if k ¼ ‘;

0; if k 6¼ ‘;

�
ð2:12Þ

the function g in (2.11) satisfies

ĝk ¼
ck; if k 2 f�t; . . .; tg;
0; otherwise;

�

and so (2.10) follows from (2.9). The matrices 1
n
Kn and nMn

are then the ðn� 1Þ-th Toeplitz matrices generated by,

respectively,

f ðhÞ :¼ �eih þ 2� e�ih ¼ 2� 2 cos h;

and

hðhÞ :¼ 1

6
eih þ 4þ e�ih
� �

¼ 2

3
þ 1

3
cos h:

It is known that fTmðgÞgm � GLTg for all g, and so we

obtain the relations

n1
n
Kn

o
n
� GLTf ðhÞ; ð2:13Þ

n
nMn

o
n
� GLThðhÞ: ð2:14Þ

In other words, f ðhÞ and hðhÞ are, respectively, the symbol

of the sequence of normalized stiffness matrices f1
n
Kngn

and the symbol of the sequence of normalized mass

matrices fnMngn. As for the matrix Ln :¼ ðMnÞ�1Kn, we

observe that 1
n2
Ln is an algebraic combination of nMn and

1
n
Kn, namely 1

n2
Ln ¼ ðnMnÞ�1ð1

n
KnÞ. Since any algebraic

combination of GLT sequences is again a GLT sequence

with its symbol given by the same algebraic combination of

the symbols, we conclude that

n 1

n2
Ln

o
n
� GLTeðhÞ :¼ ðhðhÞÞ�1

f ðhÞ ¼ 6ð1� cos hÞ
2þ cos h

;

ð2:15Þ

meaning that eðhÞ is the symbol of f 1
n2
Lngn. Figure 3

depicts the diagram used to compute the symbols f ðhÞ,
hðhÞ, eðhÞ. The relations (2.13)–(2.14) immediately imply

the singular value distributions f1
n
Kngn � rf ðhÞ,

fnMngn � rhðhÞ and also the eigenvalue distributions

f1
n
Kngn � kf ðhÞ, fnMngn � khðhÞ (because the matrices Kn

and Mn are symmetric). Since it is not clear whether Ln is

symmetric or not, the relation (2.15) apparently ensures

only the validity of the singular value distribution

f 1
n2
Lngn � reðhÞ. However, a symmetrization argument can

be applied to show the validity of the eigenvalue distri-

bution f 1
n2
Lngn � keðhÞ. This argument is detailed in the

following items:

• 1
n2
Ln ¼ ðnMnÞ�1ð1

n
KnÞ is similar to the symmetric

matrix 1
n2
L̂n :¼ ðnMnÞ�1=2ð1

n
KnÞðnMnÞ�1=2

;

• f 1
n2
L̂ngn�GLTðhðhÞÞ�1=2

f ðhÞðhðhÞÞ�1=2 ¼ eðhÞ by (2.13),
(2.14) and the theory of GLT sequences;

• f 1
n2
L̂ngn � keðhÞ because f 1

n2
L̂ngn � GLTeðhÞ and 1

n2
L̂n is

symmetric;

• f 1
n2
Lngn � keðhÞ because 1

n2
Ln has the same eigenvalues

as 1
n2
L̂n.

It is worth emphasizing that if a GLT relation such as

f 1
n2
Lngn � GLTeðhÞ is satisfied, the corresponding eigen-

value distribution f 1
n2
Lngn � keðhÞ is often satisfied as well,

even if a formal proof could be quite involved.

Figure 4 shows the graph of the symbol f ðhÞ over ½0; p�
and the eigenvalues of 1

n
Kn for n ¼ 40. The eigenvalues

kjð1nKnÞ, j ¼ 1; . . .; n� 1, are sorted so as to match the

graph of f ðhÞ (i.e., in increasing order) and are represented

by the red asterisks placed at the points
�
jp
n
; kjð1nKnÞ

�
,

j ¼ 1; . . .; n� 1. We see from the figure that the eigen-

values are (in this case) exact samples of the symbol f ðhÞ
over a uniform grid in ½0; p�. This is no surprise as it is

known for this case that

kj

1
n
Kn

�
¼ 2� 2 cos

jp
n
; j ¼ 1; . . .; n� 1:

Nevertheless, the present example highlights a general

aspect: an asymptotic eigenvalue distribution relation such

as f1
n
Kngn � kf ðhÞ, with f ðhÞ a scalar function, means that,

for all sufficiently large n, the eigenvalues of 1
n
Kn (except
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possibly for a small number of outliers) are approximated

by the samples of the function f ðhÞ over a uniform grid in

its domain. In our case the domain of f ðhÞ is ½�p; p�, but
since f ðhÞ is symmetric around h ¼ 0, the eigenvalues of
1
n
Kn are also approximated by the samples of f ðhÞ over a

uniform grid in ½0; p�, as shown in Fig. 4. Figures 5 and 6

are the analogs of Fig. 4 for the cases of the symbols hðhÞ,
eðhÞ and the matrices nMn,

1
n2
Ln. Note that, contrary to the

eigenvalues of 1
n
Kn and 1

n2
Ln, the eigenvalues of nMn are

arranged in decreasing order, so as to match the graph of

hðhÞ. Also the eigenvalues of nMn and 1
n2
Ln are exact

samples of the symbols hðhÞ and eðhÞ over a uniform grid

in ½0; p�, because

kjðnMnÞ ¼
2

3
þ 1

3
cos

jp
n
; j ¼ 1; . . .; n� 1;

kj

 1

n2
Ln

�
¼

6 1� cos jp
n

� �
2þ cos jp

n

; j ¼ 1; . . .; n� 1:

This agrees with the interpretation of the relations

fnMngn � khðhÞ and f 1
n2
Lngn � keðhÞ.

Considering that the eigenvalues of 1
n2
Ln (sorted in

increasing order) are given by the uniform samples eðjp
n
Þ,

j ¼ 1; . . .; n� 1, the eigenvalues of Ln (i.e., the numerical

eigenvalues kj;n, j ¼ 1; . . .; n� 1) are given by n2eðjp
n
Þ,

j ¼ 1; . . .; n� 1. Consequently, we have

kj;n
kj

� 1 ¼
e jp

n

� �
jp
n

� �2 � 1; j ¼ 1; . . .; n� 1:

In Fig. 7 we plot the analytical predictions eðjp
n
Þ=ðjp

n
Þ2 � 1

and the eigenvalue errors kj;n=kj � 1 versus j=ðn� 1Þ, for

Fig. 3 Diagram for the

computation of the symbols

f ðhÞ, hðhÞ, eðhÞ

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2

2.5

3

3.5

4

symbol f(θ)

eigenvalues of n-1Kn

Fig. 4 Linear C0 B-spline discretization: comparison between the

symbol f ðhÞ and the eigenvalues of 1
n
Kn for n ¼ 40

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

symbol h(θ)
eigenvalues of nMn

Fig. 5 Linear C0 B-spline discretization: comparison between the

symbol hðhÞ and the eigenvalues of nMn for n ¼ 40

0 0.5 1 1.5 2 2.5 3
0

2

4

6

8

10

12

symbol e(θ)

eigenvalues of n-2Ln

Fig. 6 Linear C0 B-spline discretization: comparison between the

symbol eðhÞ and the eigenvalues of 1
n2
Ln for n ¼ 40
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j ¼ 1; . . .; n� 1 and n ¼ 500. Clearly, the analytical pre-

diction is perfect (in this case).

2.3 Quadratic Ck B-Spline Discretization

We now consider quadratic B-spline discretizations

of (2.1) on uniform meshes, first the C1 case and then the

C0 case.

2.3.1 Quadratic C1 B-Spline Discretization

In the quadratic C1 B-spline discretization on a uniform

mesh with stepsize 1
n
, the basis functions u1; . . .;uNn

are

chosen as the C1 B-splines of degree 2 defined on the knot

sequence
�
0; 0; 0; 1

n
; 2
n
; . . .; n�1

n
; 1; 1; 1

	
(excluding the first

and the last B-spline which do not vanish on the boundary

of [0, 1]). According to our notation, the basis functions are

B2;½2;1�; . . .;Bnþ1;½2;1�; see Fig. 8. Note that, except for the

two boundary functions B2;½2;1� and Bnþ1;½2;1� depicted in

cyan, all the other B-splines B3;½2;1�; . . .;Bn;½2;1� are uni-

formly shifted-scaled versions of the fixed reference B-

spline /½2;1� represented in Fig. 9, which is simply the C1

B-spline of degree 2 defined on the knot sequence

f0; 1; 2; 3g. The resulting normalized stiffness and mass

matrices are given by

1

n
Kn :¼

1

6

8 � 1 � 1

�1 6 � 2 � 1

�1 � 2 6 � 2 � 1

. .
. . .

. . .
. . .

. . .
.

� 1 � 2 6 � 2 � 1

� 1 � 2 6 � 1

� 1 � 1 8

2
666666666664

3
777777777775

;

and

nMn :¼
1

120

40 25 1

25 66 26 1

1 26 66 26 1

. .
. . .

. . .
. . .

. . .
.

1 26 66 26 1

1 26 66 25

1 25 40

2
666666666664

3
777777777775

:

In view of (2.10)–(2.11), it is clear that 1
n
Kn and nMn are

small-rank perturbations of the Toeplitz matrices Tnðf Þ and
TnðhÞ generated by, respectively,

f ðhÞ :¼ 1

6
�e2ih � 2eih þ 6� 2e�ih � e�2ih
� �

¼ 1� 2

3
cos h� 1

3
cosð2hÞ;

and

hðhÞ :¼ 1

120
e2ih þ 26eih þ 66þ 26e�ih þ e�2ih
� �

¼ 11

20
þ 13

30
cos hþ 1

60
cosð2hÞ:

More precisely, the rank of the difference 1
n
Kn � Tnðf Þ is

bounded by 4, so the ratio between rankð1
n
Kn � Tnðf ÞÞ and

the matrix size n goes to 0 as n ! 1. The same is true for

the rank of the difference nMn � TnðhÞ. Therefore, thanks
to the relations fTnðf Þgn � GLTf ðhÞ and

fTnðhÞgn � GLThðhÞ, the theory of GLT sequences yields

n1
n
Kn

o
n
� GLT f ðhÞ; ð2:16Þ
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Fig. 7 Linear C0 B-spline discretization: analytical predictions

eðjp
n
Þ=ðjp

n
Þ2 � 1 and eigenvalue errors kj;n=kj � 1 versus j=Nn, j ¼

1; . . .;Nn (Nn ¼ n� 1, n ¼ 500)
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1Fig. 8 Quadratic C1 B-splines

fB1;½2;1�; . . .;Bnþ2;½2;1�g defined

on the knot sequence�
0; 0; 0; 1

n
; 2
n
; . . .; n�1

n
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for n ¼ 10
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n
nMn

o
n
� GLT hðhÞ: ð2:17Þ

Moreover, since 1
n2
Ln :¼ ðnMnÞ�1ð1

n
KnÞ is an algebraic

combination of nMn and 1
n
Kn, we get

n 1

n2
Ln

o
n
� GLTeðhÞ :¼ ðhðhÞÞ�1

f ðhÞ

¼ 20ð3� 2 cos h� cosð2hÞÞ
33þ 26 cos hþ cosð2hÞ ;

ð2:18Þ

this GLT relation holds for the same reason that we have

seen in Sect. 2.2: any algebraic combination of GLT

sequences is again a GLT sequence with its symbol given

by the same algebraic combination of the symbols. In

conclusion, f ðhÞ, hðhÞ, eðhÞ are the symbols of f1
n
Kngn,

fnMngn, f 1
n2
Lngn, respectively. Note that the diagram used

to compute these symbols is conceptually the same as in

Fig. 3. Indeed, the generic central row of 1
n
Kn is

1

6

�
� � � 0 �1 �2 6 �2 �1 0 � � �

�
;

and the generic central row of nMn is

1

120

�
� � � 0 1 26 66 26 1 0 � � �

�
:

The relations (2.16)–(2.18) immediately imply the singular

value distributions f1
n
Kngn � rf ðhÞ, fnMngn � rhðhÞ,

f 1
n2
Lngn � reðhÞ and also the eigenvalue distributions

f1
n
Kngn � kf ðhÞ, fnMngn � khðhÞ (because Kn and Mn are

symmetric). The eigenvalue distribution f 1
n2
Lngn � keðhÞ

follows from (2.18) and from the same symmetrization

argument that we have applied in Sect. 2.2.

Figures 10, 11 and 12 show the graphs of the symbols

f ðhÞ, hðhÞ, eðhÞ over ½0; p� and the eigenvalues of 1
n
Kn,

nMn,
1
n2
Ln for n ¼ 40. The eigenvalues of 1

n
Kn are sorted

so as to match as much as possible the graph of the cor-

responding symbol f ðhÞ, and are represented by the red

asterisks placed at the points
�
jp
n
; kjð1nKnÞ

�
, j ¼ 1; . . .; n.

The same is true for the eigenvalues of nMn and
1
n2
Ln. We

see from the figures that the eigenvalues of the three

matrices 1
n
Kn, nMn,

1
n2
Ln are approximately samples

(apparently, exact samples) of the symbols f ðhÞ, hðhÞ, eðhÞ
over a uniform grid in ½0; p�. This agrees with the inter-

pretation of the asymptotic eigenvalue distributions

f1
n
Kngn � kf ðhÞ, fnMngn � khðhÞ, f 1

n2
Lngn � keðhÞ given

before (see Sect. 2.2).

Considering that the eigenvalues of 1
n2
Ln (sorted in

increasing order) are approximated by the uniform samples

eðjp
n
Þ, j ¼ 1; . . .; n, the eigenvalues of Ln (i.e., the numerical

eigenvalues kj;n, j ¼ 1; . . .; n) are approximated by n2eðjp
n
Þ,

j ¼ 1; . . .; n. Consequently, we have

kj;n
kj

� 1 	
e jp

n

� �
jp
n

� �2 � 1; j ¼ 1; . . .; n:

In Fig. 13 we plot the analytical predictions eðjp
n
Þ=ðjp

n
Þ2 � 1

and the eigenvalue errors kj;n=kj � 1 versus j=n, for
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Fig. 10 Quadratic C1 B-spline discretization: comparison between the

symbol f ðhÞ and the eigenvalues of 1
n
Kn for n ¼ 40
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Fig. 11 Quadratic C1 B-spline discretization: comparison between the

symbol hðhÞ and the eigenvalues of nMn for n ¼ 40
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j ¼ 1; . . .; n and n ¼ 500. Clearly, the analytical prediction

is excellent.

2.3.2 Quadratic C0 B-Spline Discretization

In the quadratic C0 B-spline discretization on a uniform

mesh with stepsize 1
n
, the basis functions u1; . . .;uNn

are

chosen as the C0 B-splines of degree 2 defined on the knot

sequence
�
0; 0; 0; 1

n
; 1
n
; 2
n
; 2
n
; . . .; n�1

n
; n�1

n
; 1; 1; 1

	
(excluding

the first and the last B-spline which do not vanish on the

boundary of [0, 1]). According to our notation, the basis

functions are B2;½2;0�; . . .;B2n;½2;0�; see Fig. 14. Note that all

the basis functions B2;½2;0�; . . .;B2n;½2;0� are uniformly shif-

ted-scaled versions of the fixed reference B-splines

/1;½2;0�;/2;½2;0� depicted in Fig. 15, which are simply the C0

B-splines of degree 2 defined on the knot sequence

f0; 0; 1; 1; 2g. The resulting normalized stiffness and mass

matrices are given by

and

Now, if g : ½�p; p� ! Cs�s is an s� s matrix-valued

function whose components gij : ½�p; p� ! C belong to

L1ð½�p; p�Þ, we define its Fourier coefficients ĝk as the

following s� s matrices (or ‘‘blocks’’):

ĝk :¼
1

2p

Z p

�p
gðhÞe�ikhdh ¼ 1

2p

Z p

�p
gijðhÞe�ikhdh

� �s
i;j¼1

;

k 2 Z:

The ms� ms matrix

0 0.5 1 1.5 2 2.5 3
0

2
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6
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symbol e(θ)

eigenvalues of n-2Ln

Fig. 12 Quadratic C1 B-spline discretization: comparison between the

symbol eðhÞ and the eigenvalues of 1
n2
Ln for n ¼ 40
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Fig. 13 Quadratic C1 B-spline discretization: analytical predictions

eðjp
n
Þ=ðjp

n
Þ2 � 1 and eigenvalue errors kj;n=kj � 1 versus j=Nn, j ¼

1; . . .;Nn (Nn ¼ n, n ¼ 500)
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fB1;½2;0�; . . .;B2nþ1;½2;0�g defined

on the knot sequence�
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TmðgÞ :¼

ĝ0 ĝ�1 � � � � � � ĝ�ðm�1Þ

ĝ1
. .
. . .

. ..
.

..

. . .
. . .

. . .
. ..

.

..

. . .
. . .

.
ĝ�1

ĝm�1 � � � � � � ĝ1 ĝ0

2
6666666664

3
7777777775

ð2:19Þ

is referred to as the m-th (block) Toeplitz matrix generated

by g. In particular, for any fixed t 2 N and c�t; . . .; ct 2
Cs�s we have

ð2:20Þ

where

gðhÞ :¼
Xt

‘¼�t

c‘e
i‘h: ð2:21Þ

Just like (2.10)–(2.11), Eqs. (2.20)–(2.21) follow from the

orthogonality relations (2.12), which imply that the matrix-

valued function g in (2.21) satisfies

ĝk ¼
ck; if k 2 f�t; . . .; tg;
0; otherwise:

�

The matrix 1
n
Kn (resp., nMn) contains as a principal sub-

matrix the Toeplitz matrix Tn�1ðfÞ (resp., Tn�1ðhÞ), where
fðhÞ and hðhÞ are the 2� 2 matrix-valued functions given

by

fðhÞ :¼ 1

3

0 � 2

0 � 2

� �
eih þ

4 � 2

�2 8

� �
þ

0 0

�2 � 2

� �
e�ih

� �

¼ 1

3

4 � 2� 2eih

�2� 2e�ih 8� 4 cos h

" #
;

and

hðhÞ :¼ 1

30

0 3

0 1

� �
eih þ

4 3

3 12

� �
þ

0 0

3 1

� �
e�ih

� �

¼ 1

30

4 3þ 3eih

3þ 3e�ih 12þ 2 cos h

" #
:

Since fTmðgÞgm � GLTg for all g, the theory of GLT

sequences yields

n1
n
Kn

o
n
� GLTfðhÞ; ð2:22Þ

n
nMn

o
n
� GLThðhÞ: ð2:23Þ

Moreover, since any algebraic combination of GLT

sequences such as 1
n2
Ln :¼ ðnMnÞ�1ð1

n
KnÞ is again a GLT

sequence with its symbol given by the same algebraic

combination of the symbols, we get

n 1

n2
Ln

o
n
� GLTeðhÞ :¼ ðhðhÞÞ�1fðhÞ

¼ 4

3� cos h

15þ 5 cos h ðcos h� 6Þð2þ 2eihÞ
�5� 5e�ih 11� cos h

" #
:

ð2:24Þ

In conclusion, fðhÞ, hðhÞ, eðhÞ are the symbols of f1
n
Kngn,

fnMngn, f 1
n2
Lngn, respectively. Figure 16 depicts the dia-

gram used to compute the symbols fðhÞ, hðhÞ, eðhÞ. The
relations (2.22)–(2.24) immediately imply the singular

value distributions f1
n
Kngn � rfðhÞ, fnMngn � rhðhÞ,

f 1
n2
Lngn � reðhÞ and the eigenvalue distributions

f1
n
Kngn � kfðhÞ, fnMngn � khðhÞ (because Kn and Mn are

symmetric). The eigenvalue distribution f 1
n2
Lngn � keðhÞ

follows from (2.24) and from a symmetrization argument

completely analogous to the one in Sect. 2.2.
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B-splines /1;½2;0�;/2;½2;0� defined

on the knot sequence

f0; 0; 1; 1; 2g
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The eigenvalues of fðhÞ, hðhÞ, eðhÞ are given by

k1;2 fðhÞð Þ ¼ 2� 2

3
cos h
 2

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3þ cos2 h

p
;

k1;2 hðhÞð Þ ¼ 4

15
þ 1

30
cos h
 1

30

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
34þ 26 cos hþ cos2 h

p
;

k1;2 eðhÞð Þ ¼
4 13þ 2 cos h


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
124þ 112 cos h� 11 cos2 h

p� �
3� cos h

:

Figure 17 shows the graphs of the eigenvalue functions

k1;2ðfðhÞÞ over ½0; p�, and the eigenvalues of 1
n
Kn for

n ¼ 40. The eigenvalues kjð1nKnÞ, j ¼ 1; . . .; 2n� 1, are

sorted so as to match the graphs of the eigenvalue functions

(i.e., in increasing order) and are represented in the fig-

ure by the red asterisks placed at the points
�
jp
n
; kjð1nKnÞ

�
,

j ¼ 1; . . .; n, and
�ðj�nÞp

n
; kjð1nKnÞ

�
, j ¼ nþ 1; . . .; 2n� 1.

We see from the figure that the eigenvalues of 1
n
Kn can be

subdivided into two different subsets of approximately the

same cardinality, and the eigenvalues of the first (resp.,

second) subset are approximately samples of k1ðfðhÞÞ
(resp., k2ðfðhÞÞ) over a uniform grid in ½0; p�. This high-

lights a general aspect: an asymptotic eigenvalue distri-

bution relation such as f1
n
Kngn � kfðhÞ, with fðhÞ an s� s

matrix-valued function, means that, for all sufficiently

large n, the eigenvalues of 1
n
Kn can be subdivided into s

different subsets of approximately the same cardinality;

and the eigenvalues belonging to the i-th subset (except

possibly for a small number of outliers) are approximated

by the samples of the i-th eigenvalue function kiðfðhÞÞ over
a uniform grid in the domain of fðhÞ. In our case the

domain of fðhÞ is ½�p; p�, but since the eigenvalue func-

tions k1;2ðfðhÞÞ are symmetric around h ¼ 0, the eigen-

values of 1
n
Kn are also approximated by their samples over

a uniform grid in ½0; p�, as shown in Fig. 17. It is important

to observe that the two subsets of the spectrum of 1
n
Kn

corresponding to the two eigenvalue functions k1ðfðhÞÞ and
k2ðfðhÞÞ, i.e., the subsets fkjð1nKnÞ; j ¼ 1; . . .; ng and

fkjð1nKnÞ; j ¼ nþ 1; . . .; 2n� 1g, are well separated from

each other, due to the fact that

max
h

k1ðfðhÞÞ\min
h

k2ðfðhÞÞ:

For this reason we say that the spectrum of 1
n
Kn is com-

posed of two branches, which are precisely the two subsets

fkjð1nKnÞ; j ¼ 1; . . .; ng and fkjð1nKnÞ; j ¼ nþ 1; . . .; 2n�
1g corresponding to the two eigenvalue functions k1ðfðhÞÞ

Fig. 16 Diagram for the computation of the symbols fðhÞ, hðhÞ, eðhÞ
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Fig. 17 Quadratic C0 B-spline discretization: comparison between the

symbol fðhÞ and the eigenvalues of 1
n
Kn for n ¼ 40
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Fig. 18 Quadratic C0 B-spline discretization: comparison between the

symbol hðhÞ and the eigenvalues of nMn for n ¼ 40
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and k2ðfðhÞÞ. Figures 18 and 19 are the analogs of Fig. 17

for the cases of the symbols hðhÞ, eðhÞ and the matrices

nMn,
1
n2
Ln. They confirm the eigenvalue distributions

fnMngn � khðhÞ and f 1
n2
Lngn � keðhÞ, and show that the

spectra of nMn and 1
n2
Ln are composed of two branches,

just like the spectrum of 1
n
Kn.

Considering that the eigenvalues of 1
n2
Ln (sorted in

increasing order) are approximated by the uniform samples

k1ðeðjpn ÞÞ, j ¼ 1; . . .; n, and k2ðeðð2n�jÞp
n

ÞÞ, j ¼ nþ 1; . . .;

2n� 1, the eigenvalues of Ln (i.e., the numerical eigen-

values kj;n, j ¼ 1; . . .; 2n� 1) are approximated by the

values n2k1ðeðjpn ÞÞ, j ¼ 1; . . .; n, and n2k2ðeðð2n�jÞp
n

ÞÞ,

j ¼ nþ 1; . . .; 2n� 1. Consequently, we have

kj;n
kj

� 1 	 wj

jp
n

� �2 � 1; j ¼ 1; . . .; 2n� 1;

where

wj :¼
k1 e

jp
n

� �� �
; j ¼ 1; . . .; n;

k2 e
ð2n� jÞp

n

� �� �
; j ¼ nþ 1; . . .; 2n� 1:

8>>><
>>>:

In Fig. 20 we plot the analytical predictions wj=ðjpn Þ
2 � 1

and the eigenvalue errors kj;n=kj � 1 versus j=ð2n� 1Þ, for
j ¼ 1; . . .; 2n� 1 and n ¼ 500. Clearly, the analytical pre-

diction is excellent. Note that the two branches in the

spectrum of 1
n2
Ln, which are visible in Fig. 19, also pro-

duce in Fig. 20 two branches separated by the jump at

j=Nn 	 1=2 (Nn ¼ 2n� 1). The location of this jump at

1=2 is a consequence of the relation f 1
n2
Lngn � keðhÞ,

according to which one half of the spectrum of 1
n2
Ln is

described by the first eigenvalue function k1ðeðhÞÞ and the

other half is described by the second eigenvalue function

k2ðeðhÞÞ.

2.4 Cubic Ck B-Spline Discretization

In this section we address cubic B-spline discretizations of

(2.1) on uniform meshes, varying consecutively the

smoothness from C2 to C0.

2.4.1 Cubic C2 B-Spline Discretization

In the cubic C2 B-spline discretization on a uniform mesh

with stepsize 1
n
, the basis functions u1; . . .;uNn

are chosen as

theB-splinesB2;½3;2�; . . .;Bnþ2;½3;2�; see Fig. 21. Except for the

four boundary functions in cyan, the basis functions are

uniformly shifted-scaled versions of the fixed reference B-

spline /½3;2� in Fig. 22, which is the C2 B-spline of degree 3

defined on the knot sequence f0; 1; 2; 3; 4g. The resulting

normalized stiffness and mass matrices are given by
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1st eigenvalue function λ1(e(θ))

2nd eigenvalue function λ2(e(θ))
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Fig. 19 Quadratic C0 B-spline discretization: comparison between the

symbol eðhÞ and the eigenvalues of 1
n2
Ln for n ¼ 40
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Fig. 20 Quadratic C0 B-spline discretization: analytical predictions

wj=ðjpn Þ
2 � 1 and eigenvalue errors kj;n=kj � 1 versus j=Nn, j ¼

1; . . .;Nn (Nn ¼ 2n� 1, n ¼ 500)
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1

n
Kn :¼

1

240

360 9 � 60 � 3

9 162 � 8 � 47 � 2

�60 � 8 160 � 30 � 48 � 2

�3 � 47 � 30 160 � 30 � 48 � 2

� 2 � 48 � 30 160 � 30 � 48 � 2

. .
. . .

. . .
. . .

. . .
. . .

. . .
.

� 2 � 48 � 30 160 � 30 � 48 � 2

� 2 � 48 � 30 160 � 30 � 47 � 3

� 2 � 48 � 30 160 � 8 � 60

� 2 � 47 � 8 162 9

� 3 � 60 9 360

2
6666666666666666666664

3
7777777777777777777775

;

and

nMn :¼
1

10080

2232 1575 348 3

1575 3294 2264 239 2

348 2264 4832 2382 240 2

3 239 2382 4832 2382 240 2

2 240 2382 4832 2382 240 2

. .
. . .

. . .
. . .

. . .
. . .

. . .
.

2 240 2382 4832 2382 240 2

2 240 2382 4832 2382 239 3

2 240 2382 4832 2264 348

2 239 2264 3294 1575

3 348 1575 2232

2
6666666666666666666664

3
7777777777777777777775

:

Clearly, 1
n
Kn and nMn are small-rank perturbations of

Tnþ1ðf Þ and Tnþ1ðhÞ, respectively, where

f ðhÞ :¼ 1

240
�2e3ih � 48e2ih � 30eih þ 160� 30e�ih
�
�48e�2ih � 2e�3ih

�
¼ 2

3
� 1

4
cos h� 2

5
cosð2hÞ � 1

60
cosð3hÞ;

and

hðhÞ :¼ 1

10080
2e3ih þ 240e2ih þ 2382eih þ 4832
�
þ2382e�ih þ 240e�2ih þ 2e�3ih

�
¼ 151

315
þ 397

840
cos hþ 1

21
cosð2hÞ þ 1

2520
cosð3hÞ:

Indeed, the ratio between rankð1
n
Kn � Tnþ1ðf ÞÞ and the

matrix size nþ 1 goes to 0 as n ! 1. The same is true for

rankðnMn � Tnþ1ðhÞÞ. Therefore, thanks to the relations

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.2

0.4

0.6

0.8

1Fig. 22 Reference cubic C2 B-

spline /½3;2� defined on the knot

sequence f0; 1; 2; 3; 4g
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fTnþ1ðf Þgn � GLTf ðhÞ and fTnþ1ðhÞgn � GLThðhÞ, the the-

ory of GLT sequences yields

n1
n
Kn

o
n
� GLTf ðhÞ; ð2:25Þ

n
nMn

o
n
� GLThðhÞ; ð2:26Þ

and for Ln :¼ ðMnÞ�1Kn,n 1

n2
Ln

o
n
� GLTeðhÞ :¼ ðhðhÞÞ�1

f ðhÞ

¼ 42ð40� 15 cos h� 24 cosð2hÞ � cosð3hÞÞ
1208þ 1191 cos hþ 120 cosð2hÞ þ cosð3hÞ ;

ð2:27Þ

i.e., f ðhÞ, hðhÞ, eðhÞ are the symbols of f1
n
Kngn, fnMngn,

f 1
n2
Lngn, respectively. The diagram used to compute these

symbols is the same as in Fig. 3. Through the same line of

argument used in the previous sections, one can show

that (2.25)–(2.27) imply the singular value and eigenvalue

distributions f1
n
Kngn � r;kf ðhÞ, fnMngn � r;khðhÞ, and

f 1
n2
Lngn � r;keðhÞ.
Figure 23 shows the graph of the symbol f ðhÞ over ½0; p�

and the eigenvalues of 1
n
Kn for n ¼ 40. The eigenvalues

kjð1nKnÞ, j ¼ 1; . . .; nþ 1, are represented by the red

asterisks placed at the points
�
jp
n
; kjð1nKnÞ

�
, j ¼ 1; . . .;

nþ 1; they are sorted so as to match the graph of the

symbol f ðhÞ. Note that the last eigenvalue knþ1ð1nKnÞ is

positioned at
ðnþ1Þp

n
(outside the domain ½0; p�) and we do

not associate it with any sample of f ðhÞ. We see from the

figure that, except for the last two outliers whose values are

about 1.5750, the eigenvalues are approximately samples

of the symbol f ðhÞ over a uniform grid in ½0; p�. When

increasing n, the first n� 1 eigenvalues converge to the

graph of f ðhÞ (i.e., the pairs
�
jp
n
; kjð1nKnÞ

�
, j ¼ 1; . . .; n� 1,

converge to the pairs
�
jp
n
; f ðjp

n
Þ
�
, j ¼ 1; . . .; n� 1), whereas

the last two eigenvalues remain outliers (and their values

remain approximately 1.5750). Figures 24 and 25 are

obtained in the same way as Fig. 23. The results of

Figs. 23–25 agree with the interpretation of the asymptotic

eigenvalue distributions f1
n
Kngn � kf ðhÞ, fnMngn � khðhÞ,

f 1
n2
Lngn � keðhÞ given in Sect. 2.2.

Considering that almost all the eigenvalues of 1
n2
Ln

(sorted in increasing order) are approximated by the uni-

form samples eðjp
n
Þ, j ¼ 1; . . .; nþ 1, almost all the eigen-

values of Ln (i.e., almost all the numerical eigenvalues kj;n,

j ¼ 1; . . .; nþ 1) are approximated by n2eðjp
n
Þ, j ¼

1; . . .; nþ 1. Consequently, we have

kj;n
kj

� 1 	
e jp

n

� �
jp
n

� �2 � 1; j ¼ 1; . . .; nþ 1:

It should be noted that the association of knþ1;n with

n2eððnþ1Þp
n

Þ is purely artificial, because the point
ðnþ1Þp

n
lies

outside the actual domain of eðhÞ. In Fig. 26 we plot the

analytical predictions eðjp
n
Þ=ðjp

n
Þ2 � 1 and the eigenvalue

errors kj;n=kj � 1 versus j=ðnþ 1Þ, for j ¼ 1; . . .; nþ 1 and

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5
symbol f(θ)

eigenvalues of n-1Kn

Fig. 23 Cubic C2 B-spline discretization: comparison between the

symbol f ðhÞ and the eigenvalues of 1
n
Kn for n ¼ 40

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

symbol h(θ)
eigenvalues of nMn

Fig. 24 Cubic C2 B-spline discretization: comparison between the

symbol hðhÞ and the eigenvalues of nMn for n ¼ 40
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symbol e(θ)

eigenvalues of n-2Ln

Fig. 25 Cubic C2 B-spline discretization: comparison between the

symbol eðhÞ and the eigenvalues of 1
n2
Ln for n ¼ 40
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n ¼ 500. Clearly, the analytical prediction is very accurate,

except at the right end of the spectrum where we have the

two outliers already visible in Fig. 25.

2.4.2 Cubic C1 B-Spline Discretization

In the cubic C1 B-spline discretization on a uniform mesh

with stepsize 1
n
, the basis functions u1; . . .;uNn

are chosen

as the B-splines B2;½3;1�; . . .;B2nþ1;½3;1�; see Fig. 27. Except

for the two boundary functions in cyan, the basis functions

are uniformly shifted-scaled versions of the fixed reference

B-splines /1;½3;1�;/2;½3;1� in Fig. 28, which are the C1 B-

splines of degree 3 defined on the knot sequence

f0; 0; 1; 1; 2; 2g. The resulting normalized stiffness and

mass matrices are given by

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
analytical predictions
eigenvalue errors

Fig. 26 Cubic C2 B-spline discretization: analytical predictions

eðjp
n
Þ=ðjp

n
Þ2 � 1 and eigenvalue errors kj;n=kj � 1 versus j=Nn, j ¼

1; . . .;Nn (Nn ¼ nþ 1, n ¼ 500)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.2

0.4

0.6

0.8

1Fig. 28 Reference cubic C1 B-splines

/1;½3;1�;/2;½3;1� defined on the knot

sequence f0; 0; 1; 1; 2; 2g

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1Fig. 27 Cubic C1 B-splines

fB1;½3;1�; . . .;B2nþ2;½3;1�g defined

on the knot sequence�
0;0;0;0; 1

n
; 1
n
; 2
n
; 2
n
; . . .; n�1

n
; n�1

n
;1;1;1;1

	
for n¼ 10
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and

The matrix 1
n
Kn (resp., nMn) contains as a principal sub-

matrix the Toeplitz matrix Tn�1ðfÞ (resp., Tn�1ðhÞ), where
fðhÞ and hðhÞ are the 2� 2 matrix-valued functions given

by

fðhÞ :¼ 1

40

�15 � 15

�3 � 15

� �
eihþ

48 0

0 48

� �
þ

�15 � 3

�15 � 15

� �
e�ih

� �

¼ 1

40

48� 30cosh � 15eih� 3e�ih

�3eih� 15e�ih 48� 30cosh

" #
;

and

hðhÞ :¼ 1

560

9 53

1 9

� �
eih þ

128 80

80 128

� �
þ

9 1

53 9

� �
e�ih

� �

¼ 1

560

128þ 18cosh 80þ 53eih þ e�ih

80þ eih þ 53e�ih 128þ 18cosh

" #
:

Since fTn�1ðfÞgn�GLTfðhÞ and fTn�1ðhÞgn�GLThðhÞ, the
theory of GLT sequences yields

n1
n
Kn

o
n
� GLTfðhÞ; ð2:28Þ

n
nMn

o
n
� GLThðhÞ; ð2:29Þ

n 1

n2
Ln

o
n
� GLTeðhÞ :¼ ðhðhÞÞ�1fðhÞ; ð2:30Þ

i.e., fðhÞ, hðhÞ, eðhÞ are the symbols of f1
n
Kngn, fnMngn,

f 1
n2
Lngn, respectively (Ln :¼ ðMnÞ�1Kn). The diagram

used to compute these symbols is the same as in Fig. 16.

As in the previous sections, (2.28)–(2.30) imply the sin-

gular value and eigenvalue distributions f1
n
Kngn � r;kfðhÞ,

fnMngn � r;khðhÞ, f 1
n2
Lngn � r;keðhÞ.

The eigenvalues of fðhÞ, hðhÞ, eðhÞ are

Figure 29 shows the graphs of the eigenvalue functions

k1;2ðfðhÞÞ over ½0; p�, and the eigenvalues of 1
n
Kn for

n ¼ 40. The eigenvalues kjð1nKnÞ, j ¼ 1; . . .; 2n, are sorted

so as to match the graphs of k1;2ðfðhÞÞ and are represented

by the red asterisks placed at the points
�
jp
n
; kjð1nKnÞ

�
,

j ¼ 1; . . .; n, and
�ðj�n�1Þp

n
; kjð1nKnÞ

�
, j ¼ nþ 1; . . .; 2n. We

see from the figure that the eigenvalues are approximately

samples (apparently, exact samples) of the eigenvalue

functions of the symbol fðhÞ over a uniform grid in ½0; p�.
This agrees with the interpretation of the asymptotic

eigenvalue distribution f1
n
Kngn � kfðhÞ given in

Sect. 2.3.2. Note that in this case the two subsets of the

k1;2ðfðhÞÞ ¼
6

5
� 3

4
cos h
 3

20

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4þ 5 cos2 h

p
;

k1;2ðhðhÞÞ ¼
8

35
þ 9

280
cos h
 1

280

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2276þ 2160 cos hþ 53 cos2 h

p
;

k1;2 eðhÞð Þ ¼ 6 141� 32 cos h� 4 cos2 hð Þ
65� 36 cos hþ cos2 h


 6
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
13056þ 3856 cos h� 7524 cos2 hþ 1656 cos3 h� 19 cos4 h

p

65� 36 cos hþ cos2 h
:
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spectrum of 1
n
Kn corresponding to the two eigenvalue

functions k1ðfðhÞÞ and k2ðfðhÞÞ are not separated, because

max
h

k1ðfðhÞÞ[ min
h

k2ðfðhÞÞ:

Therefore, we observe a single branch instead of two bran-

ches in the spectrumof 1
n
Knwhen ordering the eigenvalues in

ascending fashion. Figures 30 and 31 are the analogs of

Fig. 29 for the cases of the symbols hðhÞ, eðhÞ and the

matrices nMn,
1
n2
Ln. Contrary to the case of

1
n
Kn, the spectra

of the matrices nMn and
1
n2
Ln show two branches, because

max
h

k1ðhðhÞÞ\min
h

k2ðhðhÞÞ;

max
h

k1ðeðhÞÞ\min
h

k2ðeðhÞÞ:

Considering that the eigenvalues of 1
n2
Ln (sorted in

increasing order) are approximated by the uniform samples

k1ðeðjpn ÞÞ, j ¼ 1; . . .; n, and k2ðeðð2n�jÞp
n

ÞÞ, j ¼ nþ 1; . . .; 2n,

the eigenvalues of Ln (i.e., the numerical eigenvalues kj;n,

j ¼ 1; . . .; 2n) are approximated by the values n2k1ðeðjpn ÞÞ,
j ¼ 1; . . .; n, and n2k2ðeðð2n�jÞp

n
ÞÞ, j ¼ nþ 1;. . .; 2n. Conse-

quently, we have

kj;n
kj

� 1 	 wj

jp
n

� �2 � 1; j ¼ 1; . . .; 2n;

where

wj :¼
k1 e

jp
n

� �� �
; j ¼ 1; . . .; n;

k2 e
ð2n� jÞp

n

� �� �
; j ¼ nþ 1; . . .; 2n:

8>>><
>>>:

In Fig. 32 we plot the analytical predictions wj=ðjpn Þ
2 � 1

and the eigenvalue errors kj;n=kj � 1 versus j=2n, for j ¼
1; . . .; 2n and n ¼ 500. Clearly, there is a perfect match.

Moreover, like in the case of quadratic C0 B-spline dis-

cretization, the two branches in the spectrum of 1
n2
Ln

observed in Fig. 31 also produce in Fig. 32 two branches

separated by the jump at j=Nn ¼ 1=2 (Nn ¼ 2n).

2.4.3 Cubic C0 B-Spline Discretization

In the cubic C0 B-spline discretization on a uniform mesh

with stepsize 1
n
, the basis functions u1; . . .;uNn

are chosen

as the B-splines B2;½3;0�; . . .;B3n;½3;0�; see Fig. 33. The basis

functions are uniformly shifted-scaled versions of the fixed

reference B-splines /1;½3;0�;/2;½3;0�;/3;½3;0� in Fig. 34, which

are the C0 B-splines of degree 3 defined on the knot

sequence f0; 0; 0; 1; 1; 1; 2g. The resulting normalized

stiffness and mass matrices are given by

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2
1st eigenvalue function λ1(f(θ))

2nd eigenvalue function λ2(f(θ))

eigenvalues of n-1Kn

Fig. 29 Cubic C1 B-spline discretization: comparison between the

symbol fðhÞ and the eigenvalues of 1
n
Kn for n ¼ 40
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analytical predictions
eigenvalue errors

Fig. 32 Cubic C1 B-spline discretization: analytical predictions

wj=ðjpn Þ
2 � 1 and eigenvalue errors kj;n=kj � 1 versus j=Nn, j ¼

1; . . .;Nn (Nn ¼ 2n, n ¼ 500)
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0.1
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0.5

1st eigenvalue function λ1(h(θ))

2nd eigenvalue function λ2(h(θ))

eigenvalues of nMn

Fig. 30 Cubic C1 B-spline discretization: comparison between the

symbol hðhÞ and the eigenvalues of nMn for n ¼ 40
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1st eigenvalue function λ1(e(θ))
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Fig. 31 Cubic C1 B-spline discretization: comparison between the

symbol eðhÞ and the eigenvalues of 1
n2
Ln for n ¼ 40
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and

The matrix 1
n
Kn (resp., nMn) contains as a principal sub-

matrix the Toeplitz matrix Tn�1ðfÞ (resp., Tn�1ðhÞ), where
fðhÞ and hðhÞ are the 3� 3 matrix-valued functions given

by

fðhÞ :¼ 1

10

0 0 � 9

0 0 � 6

0 0 � 3

2
64

3
75eih þ

12 3 � 6

3 12 � 9

�6 � 9 36

2
64

3
75

0
B@

þ
0 0 0

0 0 0

�9 � 6 � 3

2
64

3
75e�ih

1
CA

¼ 1

10

12 3 � 6� 9eih

3 12 � 9� 6eih

�6� 9e�ih � 9� 6e�ih 36� 6 cos h

2
64

3
75;

hðhÞ :¼ 1

140

0 0 10

0 0 4

0 0 1

2
64

3
75eih þ

12 9 4

9 12 10

4 10 40

2
64

3
75

0
B@

þ
0 0 0

0 0 0

10 4 1

2
64

3
75e�ih

1
CA

¼ 1

140

12 9 4þ 10eih

9 12 10þ 4eih

4þ 10e�ih 10þ 4e�ih 40þ 2 cos h

2
64

3
75:

Since fTnðfÞgn � GLTfðhÞ and fTnðhÞgn � GLThðhÞ, the

theory of GLT sequences yields

n1
n
Kn

o
n
� GLT fðhÞ; ð2:31Þ
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n
nMn

o
n
� GLT hðhÞ; ð2:32Þ

n 1

n2
Ln

o
n
� GLTeðhÞ :¼ ðhðhÞÞ�1fðhÞ; ð2:33Þ

i.e., fðhÞ, hðhÞ, eðhÞ are the symbols of f1
n
Kngn, fnMngn,

f 1
n2
Lngn, respectively (Ln :¼ ðMnÞ�1Kn). The diagram

used to compute these symbols is the same as in Fig. 16.

As in the previous sections, (2.31)–(2.33) imply the sin-

gular value and eigenvalue distributions f1
n
Kngn � r;kfðhÞ,

fnMngn � r;khðhÞ, f 1
n2
Lngn � r;keðhÞ.

The characteristic polynomials of fðhÞ, hðhÞ, eðhÞ are

CfðhÞðkÞ ¼ k3 � 6� 3

5
cos h

� �
k2 þ 153

20
� 18

5
cos h

� �
k

� 27

10
þ 27

10
cos h;

ChðhÞðkÞ ¼ k3 � 16

35
þ 1

70
cos h

� �
k2 þ 113

2800
� 1

175
cos h

� �
k

� 3

7000
� 3

28000
cos h;

CeðhÞðkÞ ¼ k3 � 540� 30 cos h
4þ cos h

k2 þ 11520þ 1080 cos h
4þ cos h

k

� 25200� 25200 cos h
4þ cos h

:

By solving the characteristic equations CfðhÞðkÞ ¼ 0,

ChðhÞðkÞ ¼ 0, CeðhÞðkÞ ¼ 0 with respect to k (e.g., by using

Cardano’s formula), one can find the (complicated!) ana-

lytical expressions of the eigenvalue functions kiðfðhÞÞ,
kiðhðhÞÞ, kiðeðhÞÞ, i ¼ 1; 2; 3. Figure 35 shows the graphs

of the eigenvalue functions k1ðfðhÞÞ, k2ðfðhÞÞ, k3ðfðhÞÞ

over ½0; p�, and the eigenvalues of 1
n
Kn for n ¼ 40. The

eigenvalues kjð1nKnÞ, j ¼ 1; . . .; 3n� 1, are represented by

the red asterisks placed at the points
�
jp
n
; kjð1nKnÞ

�
,

j ¼ 1; . . .; n� 1,
�ðj�nþ1Þp

n
; kjð1nKnÞ

�
, j ¼ n; . . .; 2n, and�ðj�2nÞp

n
; kjð1nKnÞ

�
, j ¼ 2nþ 1; . . .; 3n� 1; they are sorted

so as to match the eigenvalue functions of the symbol fðhÞ.
We see from the figure that the eigenvalues are perfectly

approximated by the samples of the eigenvalue functions of

the symbol fðhÞ over a uniform grid in ½0; p�. This agrees
with the interpretation of the asymptotic eigenvalue dis-

tribution f1
n
Kngn � kfðhÞ given in Sect. 2.3.2. Figures 36

and 37 are the analogs of Fig. 35 for the cases of the

symbols hðhÞ, eðhÞ and the matrices nMn,
1
n2
Ln.

Considering that the eigenvalues of 1
n2
Ln (sorted in

increasing order) are approximated by the uniform samples

k1ðeðjpn ÞÞ, j ¼ 1; . . .; n� 1, k2ðeðð2n�jÞp
n

ÞÞ, j ¼ n; . . .; 2n, and
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1Fig. 33 Cubic C0 B-splines
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1Fig. 34 Reference cubic C0 B-splines

/1;½3;0�;/2;½3;0�;/3;½3;0� defined on the

knot sequence f0; 0; 0; 1; 1; 1; 2g
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Fig. 35 Cubic C0 B-spline discretization: comparison between the

symbol fðhÞ and the eigenvalues of 1
n
Kn for n ¼ 40
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k3ðeððj�2nÞp
n

ÞÞ, j ¼ 2nþ 1; . . .; 3n� 1, the eigenvalues of Ln

(i.e., the numerical eigenvalues kj;n, j ¼ 1; . . .; 3n� 1) are

approximated by the values n2k1ðeðjpn ÞÞ, j ¼ 1; . . .; n� 1,

n2k2ðeðð2n�jÞp
n

ÞÞ, j ¼ n; . . .; 2n, and n2k3ðeððj�2nÞp
n

ÞÞ,
j ¼ 2nþ 1; . . .; 3n� 1. Consequently, we have

kj;n
kj

� 1 	 wj

jp
n

� �2 � 1; j ¼ 1; . . .; 3n� 1;

where

wj :¼

k1 e
jp
n

� �� �
; j ¼ 1; . . .; n� 1;

k2 e
ð2n� jÞp

n

� �� �
; j ¼ n; . . .; 2n;

k3 e
ðj� 2nÞp

n

� �� �
; j ¼ 2nþ 1; . . .; 3n� 1:

8>>>>>><
>>>>>>:

In Fig. 38 we plot the analytical predictions wj=ðjpn Þ
2 � 1

and the eigenvalue errors kj;n=kj � 1 versus j=ð3n� 1Þ, for
j ¼ 1; . . .; 3n� 1 and n ¼ 500. Clearly, there is a perfect

match. Note that the three branches in the spectrum of
1
n2
Ln, which are visible in Fig. 37, also produce in Fig. 38

three branches separated by the jumps at j=Nn 	 1=3 and

j=Nn 	 2=3 (Nn ¼ 3n� 1). Actually, the jump at j=Nn 	
1=3 is hardly visible, and this is due to the fact that

maxh k1ðeðhÞÞ 	 minh k2ðeðhÞÞ; see Fig. 37.

2.5 p-Degree Ck B-Spline Discretization

It is now time to generalize what we have seen in

Sects. 2.2–2.4. Consider the general Galerkin p-degree Ck

B-spline discretization of the Laplacian eigenvalue prob-

lem (2.1) on a uniform mesh with stepsize 1
n
. That is the

Galerkin discretization described at the beginning of

Sect. 2, where the basis functions fu1; . . .;uNn
g are taken

as fB2;½p;k�; . . .;Bnðp�kÞþk;½p;k�g defined in (2.7). The resulting

stiffness and mass matrices are given by (2.4)–(2.5) with

ui :¼ Biþ1;½p;k�; i ¼ 1; . . .; nðp� kÞ þ k � 1;

i.e.,

Kn :¼
Z 1

0

B0
jþ1;½p;k�ðxÞB0

iþ1;½p;k�ðxÞdx
� �nðp�kÞþk�1

i;j¼1

;

Mn :¼
Z 1

0

Bjþ1;½p;k�ðxÞBiþ1;½p;k�ðxÞdx
� �nðp�kÞþk�1

i;j¼1

:

All the B-spline basis functions, except for the first k and

the last k, are uniformly shifted-scaled versions of p� k

fixed reference functions /1;½p;k�; . . .;/p�k;½p;k�, which are

simply the first p� k B-splines defined on the reference

knot sequence

0; . . .; 0|fflfflffl{zfflfflffl}
p�k

; 1; . . .; 1|fflfflffl{zfflfflffl}
p�k

; . . .; g; . . .; g|fflfflffl{zfflfflffl}
p�k

; g :¼ pþ 1

p� k

� �
: ð2:34Þ

In formulas, we have

Bkþ1þðp�kÞði�1Þþj;½p;k�ðxÞ ¼ /j;½p;k�ðnx� iþ 1Þ;
i ¼ 1; . . .; n� m; j ¼ 1; . . .; p� k;

ð2:35Þ

where

m :¼ k þ 1

p� k

� �
:
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Fig. 36 Cubic C0 B-spline discretization: comparison between the

symbol hðhÞ and the eigenvalues of nMn for n ¼ 40

0 0.5 1 1.5 2 2.5 3
0

20

40

60

80

100

120

140

160

1st eigenvalue function λ1(e(θ))

2nd eigenvalue function λ2(e(θ))

3rd eigenvalue function λ3(e(θ))

eigenvalues of n-2Ln

Fig. 37 Cubic C0 B-spline discretization: comparison between the

symbol eðhÞ and the eigenvalues of 1
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Fig. 38 Cubic C0 B-spline discretization: analytical predictions
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2 � 1 and eigenvalue errors kj;n=kj � 1 versus j=Nn, j ¼

1; . . .;Nn (Nn ¼ 3n� 1, n ¼ 500)
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Let

K
½‘�
½p;k� :¼

Z
R

/0
j;½p;k�ðxÞ/

0
i;½p;k�ðx� ‘Þdx

� �p�k

i;j¼1

; ‘ ¼ 0; 1; 2; . . .

ð2:36Þ

M
½‘�
½p;k� :¼

Z
R

/j;½p;k�ðxÞ/i;½p;k�ðx� ‘Þdx
� �p�k

i;j¼1

; ‘ ¼ 0; 1; 2; . . .

ð2:37Þ

Note that the integrals over R appearing in (2.36)–(2.37)

actually reduce to integrals over ½0; g�, because the supports
of the reference B-splines satisfy

suppð/1;½p;k�Þ� suppð/2;½p;k�Þ� ���� suppð/p�k;½p;k�Þ¼ ½0;g�:

For the same reason, the blocks (2.36)–(2.37) correspond-

ing to indices ‘�g reduce to the zero block:

K
½‘�
½p;k� ¼ M

½‘�
½p;k� ¼ 0; ‘� g:

Define the ðp� kÞ � ðp� kÞ matrix-valued functions

f ½p;k�; h½p;k�; e½p;k� : ½�p; p� ! Cðp�kÞ�ðp�kÞ by

f ½p;k�ðhÞ :¼ K
½0�
½p;k� þ

Xg�1

‘¼1



K

½‘�
½p;k�e

i‘h þ K
½‘�
½p;k�


 �T

e�i‘h
�
;

ð2:38Þ

h½p;k�ðhÞ :¼ M
½0�
½p;k� þ

Xg�1

‘¼1



M

½‘�
½p;k�e

i‘h þ M
½‘�
½p;k�


 �T

e�i‘h
�
;

ð2:39Þ

e½p;k�ðhÞ :¼ h½p;k�ðhÞ
� ��1

f ½p;k�ðhÞ: ð2:40Þ

Due to the specific structure (2.35) of the basis functions,

the normalized stiffness matrix 1
n
Kn (resp., mass matrix

nMn) contains as a principal submatrix the Toeplitz matrix

Tn�mðf ½p;k�Þ (resp., Tn�mðh½p;k�Þ). Moreover, the generic

central block row of 1
n
Kn is

�
� � � 0 0 K

½g�1�
½p;k� � � � K

½1�
½p;k� K

½0�
½p;k� K

½1�
½p;k�


 �T

� � � K
½g�1�
½p;k�


 �T

0 0 � � �
�
;

just like the generic central block row of Tn�mðf ½p;k�Þ with
only some additional zeros to reach the length

nðp� kÞ þ k � 1; and the generic central block row of nMn

is

�
� � � 0 0 M

½g�1�
½p;k� � � � M

½1�
½p;k� M

½0�
½p;k� M

½1�
½p;k�


 �T

� � � M
½g�1�
½p;k�


 �T

0 0 � � �
�
;

just like the generic central block rowofTn�mðh½p;k�Þwith only
some additional zeros to reach the length nðp� kÞ þ k � 1.

The proof of all these results is not difficult, but it is omitted

because it is full of technicalities. Since fTn�mðf ½p;k�Þgn
� GLTf ½p;k�ðhÞ and fTn�mðh½p;k�Þgn � GLTh½p;k�ðhÞ, the theory

of GLT sequences yields

n1
n
Kn

o
n
� GLTf ½p;k�ðhÞ; ð2:41Þ

n
nMn

o
n
� GLTh½p;k�ðhÞ; ð2:42Þ

n 1

n2
Ln

o
n
� GLTe½p;k�ðhÞ; ð2:43Þ

i.e., f ½p;k�ðhÞ, h½p;k�ðhÞ, e½p;k�ðhÞ are the symbols of f1
n
Kngn,

fnMngn, f 1
n2
Lngn, respectively (Ln :¼ ðMnÞ�1Kn). The

procedure used to obtain these symbols is conceptually the

same as in Fig. 16. Note that Fig. 3 is just a special case of

Fig. 16, corresponding to the situation in which the blocks

of the matrices are 1� 1, i.e., scalars. This happens only in

the case of maximal smoothness k ¼ p� 1. As a conse-

quence of (2.41)–(2.43), we getn1
n
Kn

o
n
� r;kf ½p;k�ðhÞ; ð2:44Þ

n
nMn

o
n
� r;kh½p;k�ðhÞ; ð2:45Þ

n 1

n2
Ln

o
n
� r;ke½p;k�ðhÞ: ð2:46Þ

The singular value distributions in (2.44)–(2.46) are direct

consequences of (2.41)–(2.43), as well as the eigenvalue dis-

tributions in (2.44)–(2.45) (because the matrices Kn and Mn

are symmetric). The eigenvalue distribution in (2.46) follows

from a symmetrization argument applied to the matrix Ln.

Remark 2.1 (Properties of the symbols) We collect here

some of the main properties of the functions f ½p;k�ðhÞ,
h½p;k�ðhÞ, e½p;k�ðhÞ. All of them have already been observed

in the specific examples considered in Sects. 2.2–2.4. To

keep the presentation as simple as possible, the corre-

sponding proofs are omitted. We also state an important

property that has been conjectured on the basis of numer-

ical experiments.

• f ½p;k�ðhÞ is Hermitian positive semidefinite for every

h 2 ½�p; p�.
• h½p;k�ðhÞ is Hermitian positive definite for every

h 2 ½�p; p�.
• The eigenvalue functions kiðf ½p;k�ðhÞÞ, kiðe½p;k�ðhÞÞ,

i ¼ 1; . . .; p� k, are real and non-negative on ½�p; p�.
Moreover, they are symmetric around h ¼ 0, i.e., they

are even functions.
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• The eigenvalue functions kiðh½p;k�ðhÞÞ, i ¼ 1; . . .; p� k,

are real and positive on ½�p; p�. Moreover, they are

symmetric around h ¼ 0.

• [Conjecture] f ½p;k�ðhÞ is Hermitian positive definite for

h 2 ½�p; p�nf0g and singular (with a unique eigenvalue

equal to 0) for h ¼ 0. Consequently, the eigenvalue

functions kiðf ½p;k�ðhÞÞ, kiðe½p;k�ðhÞÞ, i ¼ 1; . . .; p� k, are

positive on ½�p; p�, except for the minimal eigenvalue

functions k1ðf ½p;k�ðhÞÞ, k1ðe½p;k�ðhÞÞ, which are positive

on ½�p; p�nf0g but vanish at h ¼ 0.

We point out that the above conjecture was proved in [10]

for k ¼ p� 1. For k ¼ 0 it was proved in [16] in the case

where the p-degree C0 B-spline basis is replaced by the p-

degree C0 Lagrangian basis.

Remark 2.2 (Analytical predictions of the eigenvalue errors)

Let kj;n, j ¼ 1; . . .; nðp� kÞ þ k � 1, be the numerical

eigenvalues (i.e., the eigenvalues ofLn) sorted, as always, in

increasing order. In view of the eigenvalue distribution

f 1
n2
Lngn � ke½p;k�ðhÞ and the fact that the eigenvalue func-

tions k1ðe½p;k�ðhÞÞ; . . .; kp�kðe½p;k�ðhÞÞ are symmetric around

h ¼ 0 (see Remark 2.1), we can say that:

• for large values of n, the eigenvalues of 1
n2
Ln (except

possibly for a small number of outliers) are approxi-

mated by uniform samples over ½0; p� of the eigenvalue
functions kiðe½p;k�ðhÞÞ, i ¼ 1; . . .; p� k;

• for large values of n, the eigenvalues of Ln (except

possibly for a small number of outliers) are approxi-

mated by uniform samples over ½0; p� of the scaled

eigenvalue functions n2kiðe½p;k�ðhÞÞ, i ¼ 1; . . .; p� k.

Therefore, also in view of the experience we have gained

from Sects. 2.2–2.4, we propose the following procedure to

compute the (asymptotic) analytical predictions of the

eigenvalue errors

kj;n
kj

� 1; j ¼ 1; . . .; nðp� kÞ þ k � 1;

in the limit of mesh refinement (when n ! 1).

• Compute the uniform samples

ki


e½p;k�


jp
n

��
; j ¼ 1; . . .; n; i ¼ 1; . . .; p� k;

ð2:47Þ

sort them in increasing order, and put them in a vector

y :¼ ðy1; . . .; ynðp�kÞÞ.
• Compute the (asymptotic) analytical predictions of the

eigenvalue errors as follows:

kj;n
kj

� 1 	 n2yj

kj
� 1 ¼ yj

jp
n

� �2 � 1; j ¼ 1; . . .;m;

ð2:48Þ

where m :¼ minðnðp� kÞ; nðp� kÞ þ k � 1Þ.

Let h :¼ 1
n
be the mesh stepsize and set x :¼ k1=2. Then,

following a canonical notation appearing, e.g., in the

appendix of [20], the above sampling procedure, and

especially (2.48), can be formally condensed into the

formula

kh1;2;...;p�k � k

k
¼

k1;2;...;p�kðe½p;k�ðxhÞÞ
ðxhÞ2

� 1: ð2:49Þ

Note that in general the number of components of k :¼
ðk1;n; . . .; knðp�kÞþk�1;nÞ is different from the number

of components of y :¼ ðy1; . . .; ynðp�kÞÞ. In (2.48) we are

assuming that, when k is longer than y, the eigenvalue

errors corresponding to indices j exceeding the length of y

have no analytical counterpart. Actually, the number of

these ‘‘excluded’’ eigenvalue errors is only

maxð0; k � 1Þ� p� 2. Moreover, in the limit of mesh

refinement n ! 1 we have nðp� kÞ þ k � 1 ¼ nðp� kÞ,
which means that asymptotically there is no difference

between the length of k and y (recall that (2.48) holds

precisely in the limit of mesh refinement). We also note

that the sampling procedure we followed in Sects. 2.2–2.4

is more precise than the sampling procedure described

here. Indeed, in Sects. 2.2–2.4 we added to (2.47) the

samples kiðe½p;k�ð0ÞÞ for i ¼ 2; . . .; p� k, thus obtaining a

vector ŷ longer than y, we extracted from ŷ the subvector w

consisting of the components of ŷ that better matched the

components of k, and we used in (2.48) the components of

w instead of the components of y. One could therefore

decide to adopt this more precise sampling procedure

rather than the one described above. Nevertheless, again in

the limit of mesh refinement n ! 1, i.e., for large values

of n, the sampling procedure described here is indistin-

guishable from the sampling procedure we followed in

Sects. 2.2–2.4. In addition, the sampling procedure

described here is simpler as it does not require the a priori

knowledge of the vector k.

Remark 2.3 (Spectral branches) The symbols f ½p;k�ðhÞ,
h½p;k�ðhÞ, e½p;k�ðhÞ are ðp� kÞ�ðp� kÞ matrix-valued func-

tions. Note that p� k is the number of reference functions

/1;½p;k�; . . .;/p�k;½p;k�. In view of the relations (2.44)–(2.46),

we have at most p� k branches in the spectrum of 1
n
Kn

(resp., nMn,
1
n2
Ln), i.e., one branch for each of the p� k

eigenvalue functions of f ½p;k�ðhÞ (resp., h½p;k�ðhÞ, e½p;k�ðhÞ).
As testified by Fig. 29, however, the number of branches
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may also be less than p� k. In general, the spectrum of 1
n
Kn

is composed of bþ1 branches, where b is the number of

indices i2f1; . . .;p� k�1g such that

max
h

kiðf ½p;k�ðhÞÞ\min
h

kiþ1ðf ½p;k�ðhÞÞ:

The same consideration applies to the matrices nMn and
1
n2
Ln. Concerning the symbol e½p;k�ðhÞ, based on numerical

experiments we conjecture that

max
h

kiðe½p;k�ðhÞÞ\min
h

kiþ1ðe½p;k�ðhÞÞ;

i ¼ 1; . . .; p� k � 1;

for every degree p� 1 and every smoothness 0� k� p� 1,

which means that the spectrum of 1
n2
Ln (and hence also the

spectrum of Ln consisting of the numerical eigenvalues

kj;n) is formed by p� k branches. The eigenvalue errors (as

plotted in Figs. 7, 13, 20, 26, 32, 38) consist of p� k

branches separated by the jumps at j=Nn 	 i=ðp� kÞ,
i ¼ 1; . . .; p� k � 1, where Nn is the total number of

degrees of freedom (the size of Ln). Of these p� k bran-

ches, only the first one is ‘‘compressed’’ around the level 0,

whereas the other p� k � 1 branches are far away from 0.

This means that only the smallest numerical eigenvalues

kj;n (those corresponding to the first eigenvalue function

k1ðe½p;k�ðhÞÞ) are good approximations of the corresponding

Laplacian eigenvalues kj; their number is about

Nn=ðp� kÞ. The other Nn � Nn=ðp� kÞ numerical eigen-

values (those corresponding to the eigenvalue functions

kiðe½p;k�ðhÞÞ for i[ 1) are spurious; they have little to do

with the corresponding Laplacian eigenvalues. According

to the engineering terminology (see, e.g., the appendix of

[20]), the first branch is referred to as the ‘‘acoustical

branch’’, whereas the other (spurious) branches are referred

to as the ‘‘optical branches’’ (a name which intentionally

brings to mind the phenomenon of optical illusion).

It is worth noting that the results obtained in this section

allow us to create a very simple algorithm for the com-

putation of the symbols (2.38)–(2.40).

Algorithm 2.1 (Computation of the symbols) Given the

degree p and the smoothness k,

• compute the blocks K
½‘�
½p;k�, M

½‘�
½p;k� in (2.36)–(2.37) for

‘ ¼ 0; . . .; g� 1 with g :¼
�
pþ1
p�k

�
;

• compute f ½p;k�ðhÞ, h½p;k�ðhÞ, e½p;k�ðhÞ using (2.38)–(2.40).

Algorithm 2.1 is particularly suited for implementation

in symbolic computing environments such as MAPLE or

MATHEMATICA, and it is not difficult to derive from it a

MATLAB version as well. In a symbolic environment, the

integrals in (2.36)–(2.37) are computed exactly so as to

obtain the exact expressions of the blocks K
½‘�
½p;k�, M

½‘�
½p;k� for

‘ ¼ 0; . . .; g� 1.1 In addition, the evaluation point h is

defined as a symbolic variable, so as to obtain from (2.38)–

(2.40) the exact expressions of f ½p;k�ðhÞ, h½p;k�ðhÞ, e½p;k�ðhÞ.
Once these expressions have been obtained, they can be

used to compute the characteristic polynomials Cf½p;k�ðhÞðkÞ,
Ch½p;k�ðhÞðkÞ, Ce½p;k�ðhÞðkÞ, to evaluate the eigenvalue functions

kiðf ½p;k�ðhÞÞ, kiðh½p;k�ðhÞÞ, kiðe½p;k�ðhÞÞ, i ¼ 1; . . .; p� k, and

to determine the analytical predictions of the eigenvalue

errors as explained in Remark 2.2.

In what follows we focus on some specific cases. In

particular, we study the case of maximal smoothness Cp�1

and the case of minimal smoothness C0. The maximal

smoothness is representative of IgA [4, 19], whereas the

minimal smoothness is typical of classical FEA [18]. We

also consider in some detail the case of smoothness

Cp�2, in which the symbols f ½p;p�2�ðhÞ, h½p;p�2�ðhÞ,
e½p;p�2�ðhÞ are 2� 2 matrix-valued functions and, therefore,

some analytical computations are possible (especially, the

computation of the eigenvalue functions kiðf ½p;p�2�ðhÞÞ,
kiðh½p;p�2�ðhÞÞ, kiðe½p;p�2�ðhÞÞ, i ¼ 1; 2, and, consequently,

the determination of the analytical predictions of the

eigenvalue errors; see Remark 2.2).

2.5.1 p-Degree Cp -- 1 B-Spline Discretization

Let /½p� be the B-spline of degree p corresponding to the

knot sequence f0; 1; . . .; pþ 1g. Following a classical ter-

minology [2], we refer to /½p� as the cardinal B-spline of

degree p. When assuming the maximal smoothness

k ¼ p� 1, there is a unique reference function /½p;p�1�,

which coincides with the cardinal B-spline of degree p,

/½p;p�1� :¼ /½p�:

The resulting symbols in (2.38)–(2.40) are scalar functions

and will be denoted by fp, hp, ep, i.e.,

fp :¼ f ½p;p�1�; hp :¼ h½p;p�1�; ep :¼ e½p;p�1�:

Looking at the expressions (2.36)–(2.37), we see that

K
½‘�
½p;p�1� and M

½‘�
½p;p�1� are two real numbers given by

K
½‘�
½p;p�1� :¼

Z
R

/0
½p�ðxÞ/

0
½p�ðx� ‘Þdx ¼ �/00

½2pþ1�ðpþ 1� ‘Þ;

‘ ¼ 0; 1; 2; . . .

ð2:50Þ

1 This is not computationally expensive as the integrands are

piecewise polynomials and the number of integrals to be computed

is at most 2gðp� kÞ2. The latter number can be further reduced by

exploiting the specific properties of the B-spline reference functions

/1;½p;k�; . . .;/p�k;½p;k�.
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M
½‘�
½p;p�1� :¼

Z
R

/½p�ðxÞ/½p�ðx� ‘Þdx ¼ /½2pþ1�ðpþ 1� ‘Þ;

‘ ¼ 0; 1; 2; . . .

ð2:51Þ

The last equalities in (2.50)–(2.51) are due to a particular

feature of cardinal B-splines [10, 22]: the inner product (of

derivatives) of two shifted cardinal B-splines can be

interpreted as an evaluation (of a higher-order derivative)

of a higher-degree cardinal B-spline. In view of (2.50)–

(2.51), the symbols fp, hp, ep can be expressed as follows:

fpðhÞ ¼ �/½2pþ1�ðpþ 1Þ � 2
Xp
‘¼1

/½2pþ1�ðpþ 1� ‘Þ cosð‘hÞ

¼ 2� 2 cos hð Þhp�1ðhÞ;
ð2:52Þ

hpðhÞ ¼ /½2pþ1�ðpþ 1Þ þ 2
Xp
‘¼1

/½2pþ1�ðpþ 1� ‘Þ cosð‘hÞ;

ð2:53Þ

epðhÞ ¼
fpðhÞ
hpðhÞ

¼ 2� 2 cos hð Þhp�1ðhÞ
hpðhÞ

¼
ð2� 2 cos hÞ

�
/½2p�1�ðpÞ þ 2

Pp�1
‘¼1 /½2p�1�ðp� ‘Þ cosð‘hÞ

�
/½2pþ1�ðpþ 1Þ þ 2

Pp
‘¼1 /½2pþ1�ðpþ 1� ‘Þ cosð‘hÞ ;

ð2:54Þ

where the second identity in (2.52) was proved in [10].

Figure 39 shows the graph of epðhÞ over ½0; p� for p ¼
1; . . .; 6 and the graph of the function h2, which is denoted

by e1ðhÞ because epðhÞ converges to h2 as p ! 1 [7].

Since epðhÞ is increasing over ½0; p� for all p� 1 [7], the

analytical predictions of the eigenvalue errors can be

expressed according to Remark 2.2 as follows:

kj;n
kj

� 1 	
ep

jp
n

� �
jp
n

� �2 � 1

¼
2� 2 cos jp

n

� ��
/½2p�1�ðpÞ þ 2

Pp�1
‘¼1 /½2p�1�ðp� ‘Þ cos ‘jp

n

� ��
ðjp
n
Þ2
�
/½2pþ1�ðpþ 1Þ þ 2

Pp
‘¼1 /½2pþ1�ðpþ 1� ‘Þ cosð‘jp

n
Þ
�

� 1; j ¼ 1; . . .;m;

ð2:55Þ

where m :¼ minðn; nþ p� 2Þ. For p ¼ 1; . . .; 5, Eq. (2.54)
gives

e1ðhÞ ¼
6ð1� cos hÞ
2þ cos h

; ð2:56Þ

e2ðhÞ ¼
20ð3� 2 cos h� cosð2hÞÞ
33þ 26 cos hþ cosð2hÞ ; ð2:57Þ

e3ðhÞ ¼
42ð40� 15 cos h� 24 cosð2hÞ � cosð3hÞÞ
1208þ 1191 cos hþ 120 cosð2hÞ þ cosð3hÞ ;

ð2:58Þ

0 0.5 1 1.5 2 2.5 3
0
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p=6
p=∞

Fig. 39 Graphs of the symbol epðhÞ for p ¼ 1; . . .; 6 and the function

h2 ¼ e1ðhÞ

e4ðhÞ ¼
72ð1225� 154 cos h� 952 cosð2hÞ � 118 cosð3hÞ � cosð4hÞÞ
78095þ 88234 cos hþ 14608 cosð2hÞ þ 502 cosð3hÞ þ cosð4hÞ ; ð2:59Þ

e5ðhÞ ¼
110ð67956þ 5670 cos h� 59520 cosð2hÞ � 13605 cosð3hÞ � 500 cosð4hÞ � cosð5hÞÞ

7862124þ 9738114 cos hþ 2203488 cosð2hÞ þ 152637 cosð3hÞ þ 2036 cosð4hÞ þ cosð5hÞ : ð2:60Þ
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In view of (2.55), Eqs. (2.56)–(2.59) are the analogs of

formulas (117), (130), (135), (140) in [20]. Hence, (2.54)–

(2.55) can be regarded as the generalization of the latter

formulas to any degree p. Note that we can rewrite (2.55)

according to (2.49) as follows:

kh � k
k

¼ epðxhÞ
xhð Þ2

� 1

¼
2� 2 cos xhð Þð Þ

�
/½2p�1�ðpÞ þ 2

Pp�1
‘¼1 /½2p�1�ðp� ‘Þ cosð‘xhÞ

�
xhð Þ2

�
/½2pþ1�ðpþ 1Þ þ 2

Pp
‘¼1 /½2pþ1�ðpþ 1� ‘Þ cos ‘xhð Þ

� � 1:

ð2:61Þ

Figure 40 shows the comparison between the analytical

predictions and the eigenvalue errors for p ¼ 4; 5; 6; 7 and

n ¼ 500 (for p ¼ 1; 2; 3 and n ¼ 500 we refer the reader to

Figs. 7, 13, 26). We see an excellent agreement, up to a

few outliers at the end of the numerical spectra, which are

not present in the analytical predictions based on the

symbol. The number of outliers does not increase with n

and depends only on p, being p� 2 for even degrees and

p� 1 for odd degrees; see [5, 23] for more details. Ignoring

the outliers, the agreement becomes perfect in the limit of

mesh refinement n ! 1. It should be noted that, as in

Fig. 26 for p ¼ 3, also in Fig. 40 for p[ 3 we have some

artificial associations, i.e., the associations of kj;n with

n2epðjpn Þ for j[ n. Indeed, as it is clear from (2.55), the

numerical eigenvalues kj;n for j[ n do not have a corre-

sponding analytical prediction, but this is not so disturbing

because these eigenvalues are outliers.

2.5.2 p-Degree Cp -- 2 B-Spline Discretization

When assuming the smoothness k ¼ p� 2, there are only 2

different B-spline reference functions /j;½p;p�2�, j ¼ 1; 2.

The resulting symbols f ½p;p�2�ðhÞ, h½p;p�2�ðhÞ, e½p;p�2�ðhÞ are
2� 2 matrices for each h, and, consequently, some ana-

lytical computations are possible as the eigenvalue func-

tions of the symbols can be computed explicitly by solving

quadratic equations. We illustrate this statement by

focusing on the eigenvalue functions of e½p;p�2�ðhÞ, which
immediately give the analytical predictions of the eigen-

value errors according to Remark 2.2.

For p ¼ 2; . . .; 5, the characteristic polynomial of

e½p;p�2�ðhÞ is given by, respectively,2
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Fig. 40 p-degree Cp�1 B-spline discretization for p ¼ 4; 5; 6; 7:

analytical predictions epðjpn Þ=ð
jp
n
Þ2 � 1 and eigenvalue errors kj;n=kj �

1 versus j=Nn, j ¼ 1; . . .;Nn (Nn ¼ nþ p� 2, n ¼ 500)
2 These polynomials have been obtained through a simple MAPLE

program implementing Algorithm 2.1. The program first produced the

symbolic expression of e½p;p�2�ðhÞ and then computed Ce½p;p�2� ðhÞ
therefrom. For example, for p ¼ 2 the program returned

e½2;0�ðhÞ ¼
4

3� cos h
15þ 5 cos h ðcos h� 6Þð2þ 2eihÞ
�5� 5e�ih 11� cos h

" #
;

as in (2.24), and then computed Ce½2;0�ðhÞðkÞ.
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Ce½2;0�ðhÞðkÞ ¼ k2 � 8 13þ 2 cos hð Þ
3� cos h

kþ 240 1� cos hð Þ
3� cos h

;

Ce½3;1�ðhÞðkÞ ¼ k2 � 12 141� 32 cos h� 4 cos2 hð Þ
65� 36 cos hþ cos2 h

kþ 1260 3� 4 cos hþ cos2 hð Þ
65� 36 cos hþ cos2 h

;

Ce½4;2�ðhÞðkÞ ¼ k2 � 48 2455� 1107 cos h� 90 cos2 hþ 2 cos3 hð Þ
4711� 3459 cos hþ 261 cos2 h� cos3 h

kþ 4032 65� 101 cos hþ 37 cos2 h� cos3 hð Þ
4711� 3459 cos hþ 261 cos2 h� cos3 h

;

Ce½5;3�ðhÞðkÞ ¼ k2 � 20 1049629� 662638 cos h� 16779 cos2 hþ 4016 cos3 h� 8 cos4 hð Þ
847269� 760798 cos hþ 104070 cos2 h� 1542 cos3 hþ cos4 h

k

þ 9900 4711� 8170 cos hþ 3720 cos2 h� 262 cos3 hþ cos4 hð Þ
847269� 760798 cos hþ 104070 cos2 h� 1542 cos3 hþ cos4 h

:

Solving the quadratic equations Ce½p;p�2�ðhÞðkÞ ¼ 0 for k, we

find

where

D½2;0� :¼ 124þ 112 cos h� 11 cos2 h;

D½3;1� :¼ 13056þ 3856 cos h� 7524 cos2 h

þ1656 cos3 h� 19 cos4 h;

D½4;2� :¼ 3883520� 530848 cos h� 3000868 cos2 h

þ1322920 cos3 h� 88847 cos4 h

þ1726 cos5 h� 3 cos6 h;

D½5;3� :¼ 706564096000� 350923718912 cos h

�572059907828 cos2 hþ 417724686832 cos3 h

�64449607643 cos4 hþ 3219216532 cos5 h

�34270886 cos6 hþ 114340 cos7 h� 35 cos8 h:

In view of (2.49), we can formally express the eigenvalue

errors as follows:

kh � k
k

¼
k1;2ðe½p;p�2�ðxhÞÞ

ðxhÞ2
� 1: ð2:66Þ

It should be said, however, that this formal way of writing

could be a bit misleading in this case. Indeed, some

numerical experiments reveal that k1ðe½p;p�2�ðhÞÞ is

increasing over ½0; p� for all p and converges to h2 as

p ! 1, while k2ðe½p;p�2�ðhÞÞ is decreasing over ½0; p� for
all p and converges to a decreasing limit function as

p ! 1. Moreover, as already observed in Remark 2.3,

k1ðe½p;p�2�ðpÞÞ ¼ max
h

k1ðe½p;p�2�ðhÞÞ

\min
h

k2ðe½p;p�2�ðhÞÞ ¼ k2ðe½p;p�2�ðpÞÞ;

i.e., we have two spectral branches for all p (although they

tend to merge into a unique branch as p ! 1; see

Table 1). Therefore, the analytical predictions of the

eigenvalue errors provided by Remark 2.2 should be

expressed as follows:

kj;n
kj

� 1 	 yj
jp
n

� �2 � 1; j ¼ 1; . . .;m; ð2:67Þ

where m :¼ minð2n; 2nþ p� 3Þ and

yj :¼
k1 e½p;p�2�

jp
n

� �� �
; j ¼ 1; . . .; n;

k2 e½p;p�2�
ð2n� jþ 1Þp

n

� �� �
; j ¼ nþ 1; . . .; 2n:

8>>><
>>>:

ð2:68Þ

k1;2 e½2;0�ðhÞ
� �

¼
4 13þ 2 cos h


ffiffiffiffiffiffiffiffiffiffi
D½2;0�

p� �
3� cos h

; ð2:62Þ

k1;2 e½3;1�ðhÞ
� �

¼
6 141� 32 cos h� 4 cos2 h


ffiffiffiffiffiffiffiffiffiffi
D½3;1�

p� �
65� 36 cos hþ cos2 h

; ð2:63Þ

k1;2 e½4;2�ðhÞ
� �

¼
24 2455� 1107 cos h� 90 cos2 hþ 2 cos3 h


ffiffiffiffiffiffiffiffiffiffi
D½4;2�

p� �
4711� 3459 cos hþ 261 cos2 h� cos3 h

; ð2:64Þ

k1;2 e½5;3�ðhÞ
� �

¼
10 1049629� 662638 cos h� 16779 cos2 hþ 4016 cos3 h� 8 cos4 h


ffiffiffiffiffiffiffiffiffiffi
D½5;3�

p� �
847269� 760798 cos hþ 104070 cos2 h� 1542 cos3 hþ cos4 h

; ð2:65Þ
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Note that the point in which k2ðe½p;p�2�ðhÞÞ is evaluated

is
ð2n�jþ1Þp

n
and not jp

n
; this is the reason for which (2.66)

could be a bit misleading. Note also that, as explained in

Remark 2.2, the sampling procedure adopted in Sects. 2.3.2

and 2.4.2 is based on direct comparisons between the

samples of k1ðe½p;p�2�ðhÞÞ, k2ðe½p;p�2�ðhÞÞ and the numerical

eigenvalues kj;n, and it is therefore slightly more accurate

than the sampling procedure (2.67)–(2.68). However, in the

limit of mesh refinement n ! 1 (actually, already for n ¼
500 as in Figs. 20 and 32) these sampling procedures are

indistinguishable.

2.5.3 p-Degree C0 B-Spline Discretization

When assuming the minimal smoothness k ¼ 0, there are p

different B-spline reference functions /j;½p;0�, j ¼ 1; . . .; p.

Inside the interval [0, 1], they coincide with Bernstein

polynomials of degree p; see, e.g., [2]. The resulting

symbols f ½p;0�ðhÞ, h½p;0�ðhÞ, e½p;0�ðhÞ are p� p matrices for

each h and are given by (2.38)–(2.40) for k ¼ 0. Since g ¼
2 (see (2.34)), they simplify to

f ½p;0�ðhÞ ¼ K
½0�
½p;0� þK

½1�
½p;0�e

ih þ K
½1�
½p;0�


 �T

e�ih; ð2:69Þ

h½p;0�ðhÞ ¼ M
½0�
½p;0� þM

½1�
½p;0�e

ih þ M
½1�
½p;0�


 �T

e�ih; ð2:70Þ

e½p;0�ðhÞ ¼
�
h½p;0�ðhÞ

��1
f ½p;0�ðhÞ: ð2:71Þ

For p ¼ 1; . . .; 5, the characteristic polynomial of

e½p;0�ðhÞ is given by, respectively,3

Ce½1;0�ðhÞðkÞ ¼ k� 6 1� cos hð Þ
2þ cos h

; ð2:72Þ

Ce½2;0�ðhÞðkÞ ¼ k2 � 8 13þ 2 cos hð Þ
3� cos h

kþ 240 1� cos hð Þ
3� cos h

;

ð2:73Þ

Ce½3;0�ðhÞðkÞ ¼ k3 � 30 18� cos hð Þ
4þ cos h

k2 þ 360 32þ 3 cos hð Þ
4þ cos h

k

� 25200 1� cos hð Þ
4þ cos h

;

ð2:74Þ

Ce½4;0�ðhÞðkÞ ¼ k4 � 24 75þ 2 cos hð Þ
5� cos h

k3

þ 1008 133� 3 cos hð Þ
5� cos h

k2

� 40320ð59þ 4 cos hÞ
5� cos h

k

þ 5080320 1� cos hð Þ
5� cos h

;

ð2:75Þ

Ce½5;0�ðhÞðkÞ ¼ k5 � 70 67� cos hð Þ
6þ cos h

k4

þ 6720 128þ cos hð Þ
6þ cos h

k3

� 302400 163� 2 cos hð Þ
6þ cos h

k2

þ 8467200 94þ 5 cos hð Þ
6þ cos h

k

� 1676505600ð1� cos hÞ
6þ cos h

:

ð2:76Þ

The solutions of the characteristic equation Ce½p;0�ðhÞðkÞ ¼ 0

with respect to k are the eigenvalues kiðe½p;0�ðhÞÞ,
i ¼ 1; . . .; p, which immediately provide the analytical

predictions of the eigenvalue errors according to

Remark 2.2. Note that the equations Ce½p;0�ðhÞðkÞ ¼ 0 for

p ¼ 1; 2; 3; 4 are the analogs of formulas (116), (141),

(144), (146) in [20]. Hence, Ce½p;0�ðhÞðkÞ ¼ 0 can be regarded

as the generalization of the latter formulas to any degree p.

Some numerical experiments reveal that, for all p, the

function kiðe½p;0�ðhÞÞ is increasing or decreasing over ½0; p�,
depending on whether i is odd or even; moreover,

k1ðe½p;0�ðhÞÞ converges to h2 as p ! 1. The numerical

experiments also confirm the existence of p spectral bran-

ches as stated in Remark 2.3, because for all p we have

max
h

kiðe½p;0�ðhÞÞ\min
h

kiþ1ðe½p;0�ðhÞÞ; i ¼ 1; . . .; p� 1:

ð2:77Þ

Therefore, the analytical predictions of the eigenvalue

errors provided by Remark 2.2 are the following:

kj;n
kj

� 1 	 yj
jp
n

� �2 � 1; j ¼ 1; . . .; pn� 1; ð2:78Þ

Table 1 Computation of k1ðe½p;p�2�ðpÞÞ ¼ maxh k1ðe½p;p�2�ðhÞÞ and k2ðe½p;p�2�ðpÞÞ ¼ minh k2ðe½p;p�2�ðhÞÞ for p ¼ 2; . . .; 9

p 2 3 4 5 6 7 8 9 1

k1ðe½p;p�2�ðpÞÞ 10.000000 9.882353 9.870968 9.869754 9.869621 9.869606 9.869605 9.869604 p2

k2ðe½p;p�2�ðpÞÞ 12.000000 10.000000 9.882353 9.870968 9.869754 9.869621 9.869606 9.869605 p2

3 These polynomials have been obtained through a simple MAPLE

program implementing Algorithm 2.1. The program first produced the

symbolic expression of e½p;0�ðhÞ and then computed Ce½p;0� ðhÞ
therefrom.
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where

yj :¼

k1 e½p;0�
jp
n

� �� �
; j¼ 1; . . .;n;

k2 e½p;0�
ð2n� jþ1Þp

n

� �� �
; j¼ nþ1; . . .;2n;

k3 e½p;0�
ðj�2nÞp

n

� �� �
; j¼ 2nþ1; . . .;3n;

k4 e½p;0�
ð4n� jþ1Þp

n

� �� �
; j¼ 3nþ1; . . .;4n;

..

. ..
.

kpðe½p;0�ðhjÞÞ; j¼ðp�1Þnþ1; . . .;pn;

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

and

hj :¼
ðj� ðp� 1ÞnÞp

n
; if p is odd,

ðpn� jþ 1Þp
n

; if p is even.

8><
>:

Figure 41 shows the comparison between the analytical

predictions and the eigenvalue errors for p ¼ 4; 5; 6; 7 and

n ¼ 500 (for p ¼ 1; 2; 3 and n ¼ 500 we refer the reader to

Figures 7, 20, 38). We see an excellent agreement in all

cases. Note that not all the p branches predicted by

Remark 2.3 are visible in Fig. 41. For example, for p ¼ 4

the first and the second branch seem to merge into a single

branch because the jump at j=Nn 	 1=4 is not visible

(Nn ¼ 4n� 1). However, if we adopt a larger scale as in

Fig. 42, then the jump at j=Nn 	 1=4 becomes evident. To

see the actual jump in the curve of the eigenvalue errors

one should turn the red dashed line into a continuous line

and adopt a larger scale. The inaccuracy in the analytical

prediction seems to disappear in the limit of mesh refine-

ment n ! 1. For example, in Fig. 42, with n ¼ 500, the

value of the analytical prediction at j=Nn 	 1=4 is about

�0:0037. If we take n ¼ 1000, this value rises to �0:0017.

In order to completely remove the inaccuracy in the ana-

lytical prediction also for small values of n, one should

adopt the sampling procedure we used in Sects. 2.2–2.4;

see Remark 2.2.

Remark 2.4 (Divergence of the FEA numerical spectrum

with p) The case of C0 B-spline discretization considered

in this section corresponds to classical FEA. The spurious

behavior of the FEA numerical spectrum, which results in

the appearance of p� 1 optical branches, was already

observed in the engineering literature; see, e.g.,

[5, 20, 21, 23]. In particular, it was noted in [21] that the

largest optical branch (the one associated with the largest

eigenvalue function kpðe½p;0�ðhÞÞ) diverges to infinity as

p ! 1. Using the analytical predictions (2.78), we can

quantify this divergence through the following indicators:
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Fig. 41 p-degree C0 B-spline discretization for p ¼ 4; 5; 6; 7: analyt-

ical predictions yj=ðjpn Þ
2 � 1 and eigenvalue errors kj;n=kj � 1 versus

j=Nn, j ¼ 1; . . .;Nn (Nn ¼ np� 1, n ¼ 500)
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mp :¼ lim
n!1

min

�
yj
jp
n

� �2 � 1 : j¼ ðp� 1Þnþ 1; . . .;pn� 1

�

¼ min
h2½0;p�

EpðhÞ;

Mp :¼ lim
n!1

max

�
yj
jp
n

� �2 � 1 : j¼ ðp� 1Þnþ 1; . . .;pn� 1

�

¼ max
h2½0;p�

EpðhÞ;

where

EpðhÞ :¼

kp e½p;0�ðhÞ
� �

hþ ðp� 1Þpð Þ2
� 1; if p is odd;

kpðe½p;0�ðp� hÞÞ
ðhþ ðp� 1ÞpÞ2

� 1; if p is even:

8>>><
>>>:

The values of mp and Mp are reported in Table 2 for

p ¼ 2; . . .; 14. They give a clear idea of the divergence rate

with respect to p of the largest FEA branch.

3 Galerkin Discretization of Variable-
Coefficient Eigenvalue Problems

Consider now a general one-dimensional variable-coeffi-

cient second-order eigenvalue problem:

�ðaðxÞu0jðxÞÞ
0 ¼ kjbðxÞujðxÞ; x 2 ð0; 1Þ;

ujð0Þ ¼ ujð1Þ ¼ 0:

�
ð3:1Þ

We assume that a; b 2 Cð½0; 1�Þ and a; b[ 0 on (0, 1). The

corresponding weak formulation reads as follows: find

eigenvalues kj 2 Rþ and eigenfunctions uj 2 H1
0ð½0; 1�Þ, for

j ¼ 1; 2; . . .;1, such that, for all v 2 H1
0ð½0; 1�Þ,

aðuj; vÞ ¼ kjðb uj; vÞ;

where

aðuj; vÞ :¼
Z 1

0

aðxÞu0jðxÞv0ðxÞdx;

ðb uj; vÞ :¼
Z 1

0

bðxÞujðxÞvðxÞdx:

In the Galerkin method, after fixing a set of basis

functions fu1; . . .;uNn
g � H1

0ð½0; 1�Þ, we define the

approximation space Wn :¼ spanðu1; . . .;uNn
Þ and we

obtain approximations of the exact eigenpairs ðkj; ujÞ,
j ¼ 1; 2; . . .;1, by solving the following Galerkin prob-

lem: find kj;n 2 Rþ and uj;n 2 Wn, for j ¼ 1; . . .;Nn, such

that, for all vn 2 Wn,

aðuj;n; vnÞ ¼ kj;nðb uj;n; vnÞ: ð3:2Þ

Assuming that both the exact and numerical eigenvalues

are arranged in non-decreasing order, the pair ðkj;n; uj;nÞ is
taken as an approximation of the pair ðkj; ujÞ for all

j ¼ 1; . . .;Nn.

In view of the canonical identification of each function

vn 2 Wn with its coefficient vector with respect to the

basis fu1; . . .;uNn
g, solving the Galerkin problem (3.2) is

equivalent to solving the generalized matrix eigenvalue

problem

KnðaÞuj;n ¼ kj;nMnðbÞuj;n; ð3:3Þ

where uj;n is the coefficient vector of uj;n with respect to

fu1; . . .;uNn
g and

KnðaÞ :¼ ½aðuj;uiÞ�Nn

i;j¼1 ¼
Z 1

0

aðxÞu0
jðxÞu0

iðxÞdx
� �Nn

i;j¼1

;

ð3:4Þ

MnðbÞ :¼ ½ðbuj;uiÞ�Nn

i;j¼1 ¼
Z 1

0

bðxÞujðxÞuiðxÞdx
� �Nn

i;j¼1

:

ð3:5Þ

The matrices KnðaÞ and MnðbÞ are referred to as the

stiffness and mass matrices. Due to our assumption that

a; b[ 0 on (0, 1), both KnðaÞ and MnðbÞ are always

symmetric positive definite, regardless of the chosen basis

functions u1; . . .;uNn
. Moreover, it is clear from (3.3) that
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Fig. 42 Quartic C0 B-spline discretization: analytical predictions

yj=ðjpn Þ
2 � 1 and eigenvalue errors kj;n=kj � 1 versus j=Nn, j ¼

1; . . .;Nn (Nn ¼ 4n� 1, n ¼ 500). To see the presence of the four

branches, a larger scale is adopted with respect to Fig. 41

Table 2 Values of the

divergence indicators mp and

Mp for p ¼ 2; . . .; 14

p 2 3 4 5 6 7 8 9 10 11 12 13 14

mp 0.17 0.46 0.85 1.34 1.93 2.60 3.37 4.21 5.15 6.16 7.26 8.44 9.71

Mp 0.66 1.02 1.50 2.08 2.76 3.52 4.37 5.31 6.33 7.44 8.62 9.90 11.25
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the numerical eigenvalues kj;n, j ¼ 1; . . .;Nn, are just the

eigenvalues of the matrix

Lnða; bÞ :¼ ðMnðbÞÞ�1KnðaÞ: ð3:6Þ

Note that the matrices Knð1Þ, Mnð1Þ, Lnð1; 1Þ coincide

with the matrices considered in Sect. 2:

Knð1Þ ¼ Kn; Mnð1Þ ¼ Mn; Lnð1; 1Þ ¼ Ln:

To see this, simply compare Eqs. (2.4)–(2.6) and

Eqs. (3.4)–(3.6).

In the following we do a similar spectral analysis for the

general eigenvalue problem (3.1) as we did before for the

Laplacian eigenvalue problem (2.1) considering B-spline

discretizations of various degree and smoothness on uni-

form meshes.

3.1 Linear C0 B-Spline Discretization

In the linear C0 B-spline discretization of (3.1) on a uni-

form mesh with stepsize 1
n
, the basis functions u1; . . .;uNn

are the linear C0 B-splines B2;½1;0�; . . .;Bn;½1;0� (i.e., the hat-

functions; see Fig. 1). The resulting normalized stiffness

and mass matrices are given by

1

n
KnðaÞ :¼

1

n

Z 1

0

aðxÞB0
jþ1;½1;0�ðxÞB0

iþ1;½1;0�ðxÞdx
� �n�1

i;j¼1

;

nMnðbÞ :¼ n

Z 1

0

bðxÞBjþ1;½1;0�ðxÞBiþ1;½1;0�ðxÞdx
� �n�1

i;j¼1

:

Now, for any function a : ½0; 1� ! C, the matrix

DmðaÞ :¼

a

1
m

�

a

2
m

�

. .
.

að1Þ

2
66666664

3
77777775

is referred to as the m-th diagonal sampling matrix gener-

ated by a. Thanks to the local support property of the hat-

functions, i.e.,

suppðBiþ1;½1;0�Þ ¼
�
i� 1

n
;
iþ 1

n

�
; i ¼ 1; . . .; n� 1;

for large values of n the support of Biþ1;½1;0� is located near

the point i
n�1

for all i ¼ 1; . . .; n� 1. Therefore, the

matrices 1
n
KnðaÞ and nMnðbÞ are approximately equal to

Dn�1ðaÞð1nKnð1ÞÞ and Dn�1ðbÞðnMnð1ÞÞ, respectively, as

long as n is large enough. Indeed, for all i; j ¼ 1; . . .; n� 1

we have


1
n
KnðaÞ

�
ij
¼ 1

n

Z 1

0

aðxÞB0
jþ1;½1;0�ðxÞB0

iþ1;½1;0�ðxÞdx

¼ 1

n

Z iþ1
n

i�1
n

aðxÞB0
jþ1;½1;0�ðxÞB0

iþ1;½1;0�ðxÞdx

	 1

n
a

 i

n� 1

�Z iþ1
n

i�1
n

B0
jþ1;½1;0�ðxÞB0

iþ1;½1;0�ðxÞdx

¼ a

 i

n� 1

� 1

n

Z 1

0

B0
jþ1;½1;0�ðxÞB0

iþ1;½1;0�ðxÞdx

¼ a

 i

n� 1

�
1
n
Knð1Þ

�
ij
;

or, in matrix form,

1

n
KnðaÞ 	 Dn�1ðaÞ


1
n
Knð1Þ

�
: ð3:7Þ

Similarly,

nMnðbÞ 	 Dn�1ðbÞ


nMnð1Þ

�
: ð3:8Þ

The approximations (3.7)–(3.8) can be made rigorous by

showing that

lim
n!1

����1nKnðaÞ � Dn�1ðaÞ

1
n
Knð1Þ

����� ¼ 0; ð3:9Þ

lim
n!1

����nMnðbÞ � Dn�1ðbÞ


nMnð1Þ

����� ¼ 0; ð3:10Þ

where k � k is the classical 2-norm of matrices. Since

fDmðaÞgm � GLTaðxÞ for all a 2 Cð½0; 1�Þ and since we

know from Sect. 2.2 that

n1
n
Knð1Þ

o
n
� GLTf ðhÞ :¼ 2� 2 cos h;

n
nMnð1Þ

o
n
� GLThðhÞ :¼

2

3
þ 1

3
cos h;

the theory of GLT sequences yields

n
Dn�1ðaÞ


1
n
Knð1Þ

�o
n
� GLTaðxÞf ðhÞ;n

Dn�1ðbÞ


nMnð1Þ

�o
n
� GLTbðxÞhðhÞ;

and

n1
n
KnðaÞ

o
n
� GLTaðxÞf ðhÞ; ð3:11Þ

n
nMnðbÞ

o
n
� GLTbðxÞhðhÞ; ð3:12Þ

n 1

n2
Lnða; bÞ

o
n
� GLT

aðxÞ
bðxÞ eðhÞ ¼ ðbðxÞhðhÞÞ�1

aðxÞf ðhÞ;

ð3:13Þ

where Lnða; bÞ :¼ ðMnðbÞÞ�1KnðaÞ and
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eðhÞ :¼ ðhðhÞÞ�1
f ðhÞ ¼ 6ð1� cos hÞ

2þ cos h
:

We note in particular that (3.13) follows from (3.11)–(3.12)

and the fact that any algebraic combination ofGLT sequences

is again a GLT sequence with its symbol given by the same

algebraic combination of the symbols. In conclusion,

aðxÞf ðhÞ, bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ are the symbols of f1

n
KnðaÞgn,

fnMnðbÞgn, f 1
n2
Lnða; bÞgn, respectively. Figure 43 depicts

the diagram for the computation of these symbols. The rela-

tions (3.11)–(3.13) imply the singular value and eigenvalue

distributions

n1
n
KnðaÞ

o
n
� r;kaðxÞf ðhÞ; ð3:14Þ

n
nMnðbÞ

o
n
� r;kbðxÞhðhÞ; ð3:15Þ

n 1

n2
Lnða; bÞ

o
n
� r;k

aðxÞ
bðxÞ eðhÞ: ð3:16Þ

In particular, the singular value distributions in (3.14)–

(3.16) follow directly from (3.11)–(3.13) and the theory of

GLT sequences; the eigenvalue distributions in (3.14)–

(3.15) follow from (3.11)–(3.12) and the theory of GLT

sequences, taking into account the symmetry of KnðaÞ and
MnðbÞ; and the eigenvalue distribution in (3.16) follows

from the theory of GLT sequences in combination with the

same symmetrization argument that we have applied in

Sect. 2.2.

For each positive integer r, let Gr be the uniform grid in

½0; 1� � ½0; p� given by

Gr :¼

i
r
;
jp
r

�
: i; j ¼ 1; . . .; r

� �
:

Compute the samples of the symbols aðxÞf ðhÞ, bðxÞhðhÞ,
aðxÞ
bðxÞ eðhÞ at the grid points ðx; hÞ 2 Gr. Sort the samples of

aðxÞf ðhÞ (resp., bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ) in increasing order and

put them in a vector ðw1;w2; . . .;wr2Þ (resp.,

ðy1; y2; . . .; yr2Þ, ðz1; z2; . . .; zr2Þ). Let jr, nr, fr : ½0; 1� ! R

be the piecewise linear non-decreasing functions that

interpolate the samples ðw0 :¼ w1;w1;w2; . . .;wr2Þ,
ðy0 :¼ y1; y1; y2; . . .; yr2Þ, ðz0 :¼ z1; z1; z2; . . .; zr2Þ over the

nodes ð0; 1
r2
; 2
r2
; . . .; 1Þ, i.e.,

jr

 ‘

r2

�
:¼ w‘; ‘ ¼ 0; . . .; r2; ð3:17Þ

nr

 ‘

r2

�
:¼ y‘; ‘ ¼ 0; . . .; r2; ð3:18Þ

fr

 ‘

r2

�
:¼ z‘; ‘ ¼ 0; . . .; r2: ð3:19Þ

It turns out that jr, nr, fr converge to three non-decreasing

functions j, n, f : ½0; 1� ! R, which are referred to as the

rearranged versions of aðxÞf ðhÞ, bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ,

respectively. The rearranged versions are of interest here

because the distribution relations (3.14)–(3.16) continue to

hold if the symbols are replaced by their rearranged ver-

sions, i.e.,

n1
n
KnðaÞ

o
n
� r;kj; ð3:20Þ

n
nMnðbÞ

o
n
� r;kn; ð3:21Þ

n 1

n2
Lnða; bÞ

o
n
� r;kf: ð3:22Þ

Moreover, working with j, n, f is simpler than working

with aðxÞf ðhÞ, bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ because j, n, f are uni-

variate non-decreasing functions defined on the unit inter-

val [0, 1]. Actually, it can be shown that j, n, f are the

unique non-decreasing functions defined on [0, 1] for

which the asymptotic eigenvalue distributions in (3.20)–

(3.22) are satisfied.

For some numerical experiments we focus on prob-

lem (3.1) with coefficients aðxÞ ¼ 2þ 0:5 x and bðxÞ ¼ 1.

Figures 44, 45, 46 show the graphs of the functions jr, nr,
fr, respectively, for r ¼ 10000. Note that these graphs form

a very good approximation of the graphs of j, n, f,
respectively. The figures also show the eigenvalues of the

corresponding matrices 1
n
KnðaÞ, nMnðbÞ, 1

n2
Lnða; bÞ for

n ¼ 40. The eigenvalues of 1
n
KnðaÞ are arranged in

increasing order so as to match the graph of jr (and j), and
are represented by the red asterisks placed at the points

ð j
n
; kjð1nKnðaÞÞÞ, j ¼ 1; . . .; n� 1. The same is true for the

eigenvalues of nMnðbÞ and 1
n2
Lnða; bÞ. We see from the

figures that the eigenvalues of the matrices 1
n
KnðaÞ,

nMnðbÞ, 1
n2
Lnða; bÞ are approximately samples of

the functions j, n, f over a uniform grid in their
Fig. 43 Diagram for the computation of the symbols aðxÞf ðhÞ,
bðxÞhðhÞ, aðxÞ

bðxÞ eðhÞ
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domain [0, 1]. This agrees with the interpretation of the

eigenvalue distributions f1
n
KnðaÞgn � kj, fnMnðbÞgn � kn,

f 1
n2
Lnða; bÞgn � kf given in Sect. 2.2.

Considering that the eigenvalues of 1
n2
Lnða; bÞ (sorted in

increasing order) are approximately equal to the uniform

samples fð j
n
Þ, j ¼ 1; . . .; n� 1, the eigenvalues of Lnða; bÞ

(i.e., the numerical eigenvalues kj;n, j ¼ 1; . . .; n� 1) are

approximately equal to n2fð j
n
Þ, j ¼ 1; . . .; n� 1. Conse-

quently, we have

kj;n
kj

� 1 	
n2f j

n

� �
kj

� 1; j ¼ 1; . . .; n� 1; ð3:23Þ

where kj, j ¼ 1; 2; . . .;1, are the exact eigenvalues. The

unknown exact eigenvalues k1; . . .; kn�1 can be approxi-

mated by the first n� 1 eigenvalues of Ln0 ða; bÞ with

n0 
 n. Figure 47 depicts the (approximate) analytical

predictions n2frð jnÞ=kj;n0 � 1 and the (approximate) eigen-

value errors kj;n=kj;n0 � 1 versus j=ðn� 1Þ, for j ¼
1; . . .; n� 1 (n ¼ 200, n0 ¼ 1500, r ¼ 10000). We see from

the figure that the analytical prediction is excellent for all

the eigenvalues except for the very small ones. The inac-

curacy for small eigenvalues is (partially) due to the fact

that we used fr instead of f as the latter is not explicitly

available. Figure 48 shows the improvement in the ana-

lytical prediction when r increases. Note that in Fig. 48 we

only plot the smallest eigenvalue errors (one fifth of the

spectrum) because for the other eigenvalue errors the

analytical predictions remain essentially the same as in

Fig. 47 for all r� 2500.

Remark 3.1 (Numerical instability of the analytical pre-

dictions for small eigenvalues) As observed in Fig. 47, the

analytical predictions are not very accurate for small

eigenvalues. Besides the replacement of f by fr, a possible
(more hidden) reason resides in the fact that the approxi-

mations (3.23) may not be completely reliable from a

numerical point of view. Indeed, while it is true that the

eigenvalues 1
n2
kj;n of 1

n2
Lnða; bÞ are approximately equal to

the uniform samples fð j
n
Þ — this is the meaning of the

eigenvalue distribution f 1
n2
Lnða; bÞgn � kf — it is not

necessarily true that the numerical eigenvalues kj;n are

approximately equal to the values n2fð j
n
Þ: the latter

approximations depend on whether n2 is large or small with

respect to the differences 1
n2
kj;n � fð j

n
Þ. More precisely, the

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

2

4

6

8

10

κ = rearranged symbol a(x)f(θ)

eigenvalues of n-1Kn(a)

Fig. 44 Linear C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x and

bðxÞ ¼ 1: comparison between the rearranged version j of the symbol

aðxÞf ðhÞ and the eigenvalues of 1
n
KnðaÞ for n ¼ 40

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

ξ = rearranged symbol b(x)h(θ)
eigenvalues of nMn(b)

Fig. 45 Linear C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x and

bðxÞ ¼ 1: comparison between the rearranged version n of the symbol

bðxÞhðhÞ and the eigenvalues of nMnðbÞ for n ¼ 40

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
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ζ = rearranged symbol b(x)-1a(x)e(θ)

eigenvalues of n-2Ln(a,b)

Fig. 46 Linear C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x and

bðxÞ ¼ 1: comparison between the rearranged version f of the symbol
aðxÞ
bðxÞ eðhÞ and the eigenvalues of 1

n2
Lnða; bÞ for n ¼ 40
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analytical predictions
eigenvalue errors

Fig. 47 Linear C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x and

bðxÞ ¼ 1: analytical predictions n2frð jnÞ=kj;n0 � 1 and eigenvalue

errors kj;n=kj;n0 � 1 versus j=Nn, j ¼ 1; . . .;Nn (Nn ¼ n� 1, n ¼ 200,

n0 ¼ 1500, r ¼ 10000)
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(reliable) approximations fð j
n
Þ 	 1

n2
kj;n imply the approxi-

mations fð j
n
Þ � 1

n2
kj 	 1

n2
kj;n � 1

n2
kj, which in turn imply the

relative approximations

fð j
n
Þ � 1

n2
kj

1
n2
kj

	
1
n2
kj;n � 1

n2
kj

1
n2
kj

ð3:24Þ

provided that 1
n2
kj is not too close to 0. This explains why

the analytical predictions (left-hand side of (3.24)) may not

be so accurate approximations of the eigenvalue errors

(right-hand side of (3.24)) when kj is small (with respect to

n2).

It should be said at this point that the knowledge of the

symbol and its rearranged version f does not provide us

with a unique methodology to obtain analytical predictions

for the eigenvalue errors. Actually, the choice of the

sampling grid represents a degree of freedom since the

sampling procedure described before is not the only pos-

sible one to obtain analytical predictions for the eigenvalue

errors. Indeed, an eigenvalue distribution such as

f 1
n2
Lnða; bÞgn � kf only means that, for large n, the

eigenvalues of 1
n2
Lnða; bÞ are approximately uniform

samples of f over its domain [0, 1]. This does not specify

anything about the sampling grid to be used, except that it

should be (almost) uniform. In the following we exploit

this observation to improve our results, especially for small

eigenvalues.

Remark 3.2 (The best sampling grid) The sampling grid

that gives the best analytical predictions for the eigenvalue

errors will be called ‘‘the best grid’’ and will be denoted by

fs1; . . .; sNn
g with Nn ¼ n� 1. For each j ¼ 1; . . .;Nn, the

point sj 2 ½0; 1� is the point where the distance between

n2fðsjÞ and kj;n is minimal. Is the best grid uniform? The

answer is ‘‘no’’ in general, but the crucial aspect is that, as

a consequence of the eigenvalue distribution

f 1
n2
Lnða; bÞgn � kf, the grid fs1; . . .; sNn

g is almost uniform

and, moreover, it tends to a uniform grid in the limit of

mesh refinement n ! 1. This shows in particular that an

optimal asymptotically uniform grid always exists. More-

over, it suffices to choose a uniform grid close to

fs1; . . .; sNn
g in order to obtain excellent analytical pre-

dictions for the eigenvalue errors. We now describe a

procedure to approximately compute the best grid.

• Compute the numerical eigenvalues kj;n, j ¼ 1; . . .;Nn.

This can be done by using a suitable numerical method

(for example, the inverse subspace iteration method).

• Fix a large pair of values q; r 2 N, and compute the

values n2frði=qÞ for i ¼ 1; . . .; q. For each j ¼
1; . . .;Nn, choose the point s0j of the grid fi=q : i ¼
1; . . .; qg which minimizes the distance jn2frðs0jÞ � kj;nj.

The grid fs01; . . .; s0Nn
g is called the approximated best grid.

Note that the sequences fs1; . . .; sNn
g and fs01; . . .; s0Nn

g are

both non-decreasing because the sequence fk1;n; . . .; kNn;ng
and the functions f, fr are non-decreasing.

Consider again the example with coefficients aðxÞ ¼
2þ 0:5 x and bðxÞ ¼ 1. We apply the procedure described

in Remark 3.2 (with r ¼ 10000 and q ¼ 1000000) to

compute the approximated best grid fs01; . . .; s0n�1g. The

result is shown in Fig. 49, where we see that the approxi-

mated best grid is essentially uniform as its graph is

essentially a straight line.

Remark 3.3 (How to find a good sampling grid) The

unpleasant aspect of the procedure described in

Remark 3.2 to obtain the approximated best grid is that one

has to compute all the numerical eigenvalues kj;n and this

is, of course, practically unfeasible. However, the

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0

0.01
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0.08 analytical predictions [r=2500]
analytical predictions [r=5000]
analytical predictions [r=10000]
eigenvalue errors

Fig. 48 Linear C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x and

bðxÞ ¼ 1: analytical predictions n2frð jnÞ=kj;n0 � 1 and eigenvalue

errors kj;n=kj;n0 � 1 versus j=Nn, j ¼ 1; . . .;Nn=5 (Nn ¼ n� 1,

n ¼ 200, n0 ¼ 1500)
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Fig. 49 Linear C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x and

bðxÞ ¼ 1: grid points s0j versus j=Nn, j ¼ 1; . . .;Nn (Nn ¼ n� 1,

n ¼ 200, r ¼ 10000 and q ¼ 1000000)
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mismatch between the analytical predictions based on a

naively chosen uniform grid, such as fj=Mn : j ¼
1; . . .;Nng with Mn ¼ n and Nn ¼ n� 1, and the eigen-

value errors occurs only for small eigenvalues. This

observation gives rise to an alternative procedure that

computes, at a reasonable cost, a good sampling grid

yielding accurate analytical predictions.

• Compute the smallest 1 numerical eigenvalues kj;n,
j ¼ 1; . . .; 1, with 1 being a very small number. This can

be done by using a suitable numerical method (for

example, the inverse subspace iteration method).

• Fix a large pair of values q; r 2 N, and compute the

values n2frði=qÞ for i ¼ 1; . . .; q. For each j ¼ 1; . . .; 1,
choose the point s00j of the grid fi=q : i ¼ 1; . . .; qg
which minimizes the distance jn2frðs00j Þ � kj;nj.

• Make a uniform sampling of fr from s001 till the end of

the interval [0, 1]. Here, we assume to sample fr over
the uniform grid fs001 ; . . .; s00Nn

g, where

s001þj :¼ s001 þ j
1� s001
Mn � 1

; j ¼ 1; . . .;Nn � 1:

The grid fs001 ; . . .; s00Nn
g can be used to obtain analytical

predictions for the eigenvalue errors. Of course, if f is

available, then the second and third steps of the above

procedure should be performed with f instead of fr.

Take again the example with coefficients aðxÞ ¼ 2þ
0:5 x and bðxÞ ¼ 1. Fix r ¼ 10000, q ¼ 1000000, 1 ¼ 1,

and compute the grid fs001 ; . . .; s00n�1g as described in

Remark 3.3. Figure 50 shows the analytical predictions for

the eigenvalue errors using this grid. We see that the

accuracy has been substantially improved with respect to

Fig. 47, just by precomputing the smallest eigenvalue.

Remark 3.4 (Origin of the name ‘‘locally Toeplitz sequen-

ces’’) The case study considered in this section is appropriate

to explain the origin of the name ‘‘locally Toeplitz

sequence’’. A ‘‘locally Toeplitz sequence’’ is a sequence of

matrices Am possessing a local Toeplitz structure ‘‘weigh-

ted’’ through a continuous function aðxÞ. An interesting

example of such a matrix is

Am ¼ DmðaÞTm 2� 2 cos hð Þ

¼

2a

1
m

�
� a


1
m

�

�a

2
m

�
2a


2
m

�
� a


2
m

�

. .
. . .

. . .
.

� a

m� 1

m

�
2a


m� 1

m

�
� a


m� 1

m

�
� að1Þ 2að1Þ

2
666666666664

3
777777777775

:

Looking at a relatively small submatrix of Am (according to

a ‘‘local’’ perspective), one easily recognizes an approxi-

mate Toeplitz structure weighted through the continuous

function aðxÞ. For instance, the 2� 2 leading principal

submatrix

2a

1
m

�
� a


1
m

�

�a

2
m

�
2a


2
m

�
2
64

3
75

is approximately equal to

a

1
m

� 2 � 1

�1 2

� �
¼ a


1
m

�
T2 2� 2 cos hð Þ;

because the difference between these two matrices goes to

0 in 2-norm as m ! 1. Similarly, if Bb
ffiffiffi
m

p
c is a submatrix

of size b
ffiffiffiffi
m

p
c, obtained as the intersection of b

ffiffiffiffi
m

p
c con-

secutive rows and columns of Am, then

Bb
ffiffiffi
m

p
c 	 að j

m
ÞTb

ffiffiffi
m

p
cð2� 2 cos hÞ, where að j

m
Þ is any of the

evaluations of aðxÞ appearing in Bb
ffiffiffi
m

p
c. More precisely,

one can prove that

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
analytical predictions
eigenvalue errors

Fig. 50 Linear C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x and

bðxÞ ¼ 1: analytical predictions n2frðs00j Þ=kj;n0 � 1 and eigenvalue

errors kj;n=kj;n0 � 1 versus s00j , j ¼ 1; . . .;Nn (Nn ¼ n� 1, n ¼ 200,

n0 ¼ 1500, r ¼ 10000, q ¼ 1000000, 1 ¼ 1)
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Bb
ffiffiffi
m

p
c ¼ a


 j

m

�
Tb

ffiffiffi
m

p
cð2� 2 cos hÞ þ Eb

ffiffiffi
m

p
c;

where the error Eb
ffiffiffi
m

p
c tends to zero in 2-norm as m ! 1.

The latter assertion remains true if b
ffiffiffiffi
m

p
c is replaced by any

integer km such that km=m ! 0 as m ! 1. In other words,

if we explore ‘‘locally’’ the matrix Am, using an ideal

microscope and considering a large value of m, then we

realize that the ‘‘local’’ structure of Am is approximately

the Toeplitz structure generated by 2� 2 cos h and

weighted through the function aðxÞ. In this sense the matrix

Am is a ‘‘locally Toeplitz version’’ of Tmð2� 2 cos hÞ
weighted through a; and the matrix 1

n
KnðaÞ is a locally

Toeplitz version of 1
n
Knð1Þ ¼ Tn�1ð2� 2 cos hÞ weighted

through a, due to (3.7) and (3.9). The reasoning we have

just outlined is the key idea that led to the birth of locally

Toeplitz sequences [14, 27] and, subsequently, of GLT

sequences [1, 13–15, 17, 25, 26].

3.2 Quadratic Ck B-Spline Discretization

We move on to quadratic B-spline discretizations of (3.1)

on uniform meshes. As for the Laplacian eigenvalue

problem (Sect. 2.3), we separately treat the C1 and C0

cases.

3.2.1 Quadratic C1 B-Spline Discretization

In the quadratic C1 B-spline discretization on a uniform

mesh with stepsize 1
n
, the basis functions u1; . . .;uNn

are the

quadratic C1 B-splines B2;½2;1�; . . .;Bnþ1;½2;1� (see Fig. 8).

The resulting normalized stiffness and mass matrices are

given by

1

n
KnðaÞ ¼

1

n

Z 1

0

aðxÞB0
jþ1;½2;1�ðxÞB0

iþ1;½2;1�ðxÞdx
� �n

i;j¼1

;

nMnðbÞ ¼ n

Z 1

0

bðxÞBjþ1;½2;1�ðxÞBiþ1;½2;1�ðxÞdx
� �n

i;j¼1

:

The argument to show that f1
n
KnðaÞgn and fnMnðbÞgn are

GLT sequences is the same as the argument we have

applied in Sect. 3.1. Thanks to the local support property of

the B-splines, the support of Biþ1;½2;1� is located near the

point i
n
for all i ¼ 1; . . .; n; this is clear from Eq. (2.8) and

Fig. 8. Therefore, the matrices 1
n
KnðaÞ and nMnðbÞ are

approximately equal to DnðaÞð1nKnð1ÞÞ and

DnðbÞðnMnð1ÞÞ, respectively, as long as n is large enough.

Indeed, for all i; j ¼ 1; . . .; n we have


1
n
KnðaÞ

�
ij
¼ 1

n

Z 1

0

aðxÞB0
jþ1;½2;1�ðxÞB0

iþ1;½2;1�ðxÞdx

¼ 1

n

Z
suppðBiþ1;½2;1�Þ

aðxÞB0
jþ1;½2;1�ðxÞB0

iþ1;½2;1�ðxÞdx

	 1

n
a

 i
n

�Z
suppðBiþ1;½2;1�Þ

B0
jþ1;½2;1�ðxÞB0

iþ1;½2;1�ðxÞdx

¼ a

 i
n

� 1

n

Z 1

0

B0
jþ1;½2;1�ðxÞB0

iþ1;½2;1�ðxÞdx

¼ a

 i
n

�
1
n
Knð1Þ

�
ij
;

or, in matrix form,

1

n
KnðaÞ 	 DnðaÞ


1
n
Knð1Þ

�
: ð3:25Þ

Similarly,

nMnðbÞ 	 DnðbÞ


nMnð1Þ

�
: ð3:26Þ

The approximations (3.25)–(3.26) can be made rigorous by

showing that

lim
n!1

����1nKnðaÞ � DnðaÞ

1
n
Knð1Þ

����� ¼ 0;

lim
n!1

����nMnðbÞ � DnðbÞ


nMnð1Þ

����� ¼ 0:

Since fDmðaÞgm � GLTaðxÞ for all a 2 Cð½0; 1�Þ and since

we know from Sect. 2.3.1 that

n1
n
Knð1Þ

o
n
� GLTf ðhÞ :¼ 1� 2

3
cos h� 1

3
cosð2hÞ;

n
nMnð1Þ

o
n
� GLThðhÞ :¼

11

20
þ 13

30
cos hþ 1

60
cosð2hÞ;

the theory of GLT sequences yields

n
DnðaÞ


1
n
Knð1Þ

�o
n
� GLTaðxÞf ðhÞ;n

DnðbÞ


nMnð1Þ

�o
n
� GLTbðxÞhðhÞ;

and

n1
n
KnðaÞ

o
n
� GLTaðxÞf ðhÞ; ð3:27Þ

n
nMnðbÞ

o
n
� GLTbðxÞhðhÞ; ð3:28Þ

n 1

n2
Lnða; bÞ

o
n
� GLT

aðxÞ
bðxÞ eðhÞ ¼ ðbðxÞhðhÞÞ�1

aðxÞf ðhÞ;

ð3:29Þ

where Lnða; bÞ :¼ ðMnðbÞÞ�1KnðaÞ and

eðhÞ :¼ ðhðhÞÞ�1
f ðhÞ ¼ 20ð3� 2 cos h� cosð2hÞÞ

33þ 26 cos hþ cosð2hÞ :
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The diagram for the computation of the symbols aðxÞf ðhÞ,
bðxÞhðhÞ, aðxÞ

bðxÞ eðhÞ is the same as in Fig. 43. The rela-

tions (3.27)–(3.29) imply the singular value and eigenvalue

distributions

n1
n
KnðaÞ

o
n
� r;kaðxÞf ðhÞ; ð3:30Þ

n
nMnðbÞ

o
n
� r;kbðxÞhðhÞ; ð3:31Þ

n 1

n2
Lnða; bÞ

o
n
� r;k

aðxÞ
bðxÞ eðhÞ: ð3:32Þ

Let j, n, f : ½0; 1� ! R be the rearranged versions of

aðxÞf ðhÞ, bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ, which are obtained as the limit

of the piecewise linear functions jr, nr, fr : ½0; 1� ! R

in (3.17)–(3.19). Exactly as in Sect. 3.1, the distribution

relations (3.30)–(3.32) continue to hold if the symbols are

replaced by their rearranged versions, i.e.,

n1
n
KnðaÞ

o
n
� r;kj; ð3:33Þ

n
nMnðbÞ

o
n
� r;kn; ð3:34Þ

n 1

n2
Lnða; bÞ

o
n
� r;kf: ð3:35Þ

For some numerical experiments we focus on prob-

lem (3.1) with coefficients aðxÞ ¼ 2þ 0:5 x and bðxÞ ¼ 1.

Figures 51, 52, 53 show the graphs of the functions jr, nr,
fr, respectively, for r ¼ 10000. Note that these graphs form

a very good approximation of the graphs of j, n, f,
respectively. The figures also show the eigenvalues of the

corresponding matrices 1
n
KnðaÞ, nMnðbÞ, 1

n2
Lnða; bÞ for

n ¼ 40. These eigenvalues are arranged in increasing order

and are represented by the red asterisks positioned at j
n
,

j ¼ 1; . . .; n. We see from the figures that the eigenvalues

of 1
n
KnðaÞ, nMnðbÞ, 1

n2
Lnða; bÞ are approximately samples

of j, n, f over a uniform grid in [0, 1]. This agrees with the

eigenvalue distributions in (3.33)–(3.35).

Considering that the eigenvalues of 1
n2
Lnða; bÞ (sorted in

increasing order) are approximately equal to the uniform

samples fð j
n
Þ, j ¼ 1; . . .; n, the eigenvalues of Lnða; bÞ (i.e.,

the numerical eigenvalues kj;n, j ¼ 1; . . .; n) are approxi-

mately equal to n2fð j
n
Þ, j ¼ 1; . . .; n. Consequently, we have

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

2

2.5

3

3.5
κ = rearranged symbol a(x)f(θ)

eigenvalues of n-1Kn(a)

Fig. 51 Quadratic C1 B-spline discretization with aðxÞ ¼ 2þ 0:5 x
and bðxÞ ¼ 1: comparison between the rearranged version j of the

symbol aðxÞf ðhÞ and the eigenvalues of 1
n
KnðaÞ for n ¼ 40

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

ξ = rearranged symbol b(x)h(θ)
eigenvalues of nMn(b)

Fig. 52 Quadratic C1 B-spline discretization with aðxÞ ¼ 2þ 0:5 x
and bðxÞ ¼ 1: comparison between the rearranged version n of the

symbol bðxÞhðhÞ and the eigenvalues of nMnðbÞ for n ¼ 40

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

5

10

15

20

25

ζ = rearranged symbol b(x)-1a(x)e(θ)

eigenvalues of n-2Ln(a,b)

Fig. 53 Quadratic C1 B-spline discretization with aðxÞ ¼ 2þ 0:5 x
and bðxÞ ¼ 1: comparison between the rearranged version f of the

symbol
aðxÞ
bðxÞ eðhÞ and the eigenvalues of 1

n2
Lnða; bÞ for n ¼ 40
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0.12 analytical predictions
eigenvalue errors

Fig. 54 Quadratic C1 B-spline discretization with aðxÞ ¼ 2þ 0:5 x

and bðxÞ ¼ 1: analytical predictions n2frð jnÞ=kj;n0 � 1 and eigenvalue

errors kj;n=kj;n0 � 1 versus j=Nn, j ¼ 1; . . .;Nn (Nn ¼ n, n ¼ 200,

n0 ¼ 1500, r ¼ 10000)
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kj;n
kj

� 1 	
n2f j

n

� �
kj

� 1; j ¼ 1; . . .; n;

where kj, j ¼ 1; 2; . . .;1, are the exact eigenvalues. The

unknown exact eigenvalues k1; . . .; kn can be approximated

by the first n eigenvalues of Ln0 ða; bÞ with n0 
 n.

Figure 54 depicts the (approximate) analytical predictions

n2frð jnÞ=kj;n0 � 1 and the (approximate) eigenvalue errors

kj;n=kj;n0 � 1 versus j=n, for j ¼ 1; . . .; n (n ¼ 200,

n0 ¼ 1500, r ¼ 10000). We see that the analytical predic-

tion is excellent for all eigenvalues except for the very

small ones. Exactly as explained in Sect. 3.1, the accuracy

can be substantially improved by precomputing few of the

smallest eigenvalues (already a single one is satisfactory

here). Fix r ¼ 10000, q ¼ 1000000, 1 ¼ 1, and compute

the grid fs001 ; . . .; s00ng as described in Remark 3.3 (using

Nn ¼ n instead of Nn ¼ n� 1). Figure 55 shows the ana-

lytical predictions for the eigenvalue errors using this grid.

3.2.2 Quadratic C0 B-Spline Discretization

In the quadratic C0 B-spline discretization on a uniform

mesh with stepsize 1
n
, the basis functions u1; . . .;uNn

are the

quadratic C0 B-splines B2;½2;0�; . . .;B2n;½2;0� (see Fig. 14).

The resulting normalized stiffness and mass matrices are

1

n
KnðaÞ :¼

1

n

Z 1

0

aðxÞB0
jþ1;½2;0�ðxÞB0

iþ1;½2;0�ðxÞdx
� �n

i;j¼1

;

nMnðbÞ :¼ n

Z 1

0

bðxÞBjþ1;½2;0�ðxÞBiþ1;½2;0�ðxÞdx
� �n

i;j¼1

:

The argument to show that f1
n
KnðaÞgn and fnMnðbÞgn are

GLT sequences is analogous to the argument used in the

previous sections. There is only a slight variation on the

theme. Thanks to the local support property of the B-

splines, the support of Biþ1;½2;0� is located near the point
di=2e
n

for all i ¼ 1; . . .; 2n� 1; this is clear from Eq. (2.8) and

Fig. 14. Therefore, the matrices 1
n
KnðaÞ and nMnðbÞ are

approximately equal to ðDnðaÞ � I2Þyð1nKnð1ÞÞ and

ðDnðbÞ � I2ÞyðnMnð1ÞÞ, respectively, as long as n is large

enough. Here, I2 is the 2� 2 identity matrix, � is the

tensor (Kronecker) product of matrices, and the subscript

‘‘ y ’’ means that the matrices DnðaÞ � I2 and DnðbÞ � I2
are deprived of their last row and column, so as to match

the size 2n� 1 of 1
n
Knð1Þ and nMnð1Þ. We recall that the

tensor product of two matrices X;Y 2 Cm�m is defined as

X� Y :¼

x11Y x12Y � � � x1mY
x21Y x22Y � � � x2mY

..

. ..
. ..

.

xm1Y xm2Y � � � xmmY

2
6664

3
7775:

In particular, for any function a : ½0; 1� ! C we have

DnðaÞ � I2 :¼

a

1
n

�
I2

a

2
n

�
I2

. .
.

að1ÞI2

2
66666664

3
77777775

¼

a

1
n

�

a

1
n

�

a

2
n

�

a

2
n

�

. .
.

að1Þ
að1Þ

2
6666666666666666664

3
7777777777777777775

:

To show that 1
n
KnðaÞ 	 ðDnðaÞ � I2Þyð1nKnð1ÞÞ, we note

that, for all i; j ¼ 1; . . .; 2n� 1,


1
n
KnðaÞ

�
ij
¼ 1

n

Z 1

0

aðxÞB0
jþ1;½2;0�ðxÞB0

iþ1;½2;0�ðxÞdx

¼ 1

n

Z
suppðBiþ1;½2;0�Þ

aðxÞB0
jþ1;½2;0�ðxÞB0

iþ1;½2;0�ðxÞdx

	 1

n
a

di=2e

n

�Z
suppðBiþ1;½2;0�Þ

B0
jþ1;½2;0�ðxÞB0

iþ1;½2;0�ðxÞdx

¼ a

di=2e

n

� 1

n

Z 1

0

B0
jþ1;½2;0�ðxÞB0

iþ1;½2;0�ðxÞdx

¼ a

di=2e

n

�
1
n
Knð1Þ

�
ij
;
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Fig. 55 Quadratic C1 B-spline discretization with aðxÞ ¼ 2þ 0:5 x

and bðxÞ ¼ 1: analytical predictions n2frðs00j Þ=kj;n0 � 1 and eigenvalue

errors kj;n=kj;n0 � 1 versus s00j , j ¼ 1; . . .;Nn (Nn ¼ n, n ¼ 200,

n0 ¼ 1500, r ¼ 10000, q ¼ 1000000, 1 ¼ 1)
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i.e., in matrix form,

1

n
KnðaÞ 	 ðDnðaÞ � I2Þy


1
n
Knð1Þ

�
: ð3:36Þ

Similarly,

nMnðbÞ 	 ðDnðbÞ � I2Þy


nMnð1Þ

�
: ð3:37Þ

The approximations (3.36)–(3.37) can be made rigorous by

showing that

lim
n!1

����1nKnðaÞ � ðDnðaÞ � I2Þy

1
n
Knð1Þ

����� ¼ 0;

lim
n!1

����nMnðbÞ � ðDnðbÞ � I2Þy


nMnð1Þ

����� ¼ 0:

Since fDmðaÞ � I2gm � GLTaðxÞI2 for every a 2 Cð½0; 1�Þ
and since we know from Sect. 2.3.2 that

n1
n
Knð1Þ

o
n
� GLTfðhÞ :¼

1

3

4 � 2� 2eih

�2� 2e�ih 8� 4 cos h

" #
;

n
nMnð1Þ

o
n
� GLThðhÞ :¼

1

30

4 3þ 3eih

3þ 3e�ih 12þ 2 cos h

" #
;

the theory of GLT sequences yields

n
ðDnðaÞ � I2Þy


1
n
Knð1Þ

�o
n
� GLTaðxÞfðhÞ;n

ðDnðbÞ � I2Þy


nMnð1Þ

�o
n
� GLTbðxÞhðhÞ;

and

n1
n
KnðaÞ

o
n
� GLTaðxÞfðhÞ; ð3:38Þ

n
nMnðbÞ

o
n
� GLTbðxÞhðhÞ; ð3:39Þ

n 1

n2
Lnða; bÞ

o
n
� GLT

aðxÞ
bðxÞ eðhÞ ¼ ðbðxÞhðhÞÞ�1

aðxÞfðhÞ;

ð3:40Þ

where Lnða; bÞ :¼ ðMnðbÞÞ�1KnðaÞ and

eðhÞ :¼ ðhðhÞÞ�1fðhÞ

¼ 4

3� cos h
15þ 5 cos h ðcos h� 6Þð2þ 2eihÞ
�5� 5e�ih 11� cos h

" #
:

Figure 56 depicts the diagram for the computation of the

symbols aðxÞfðhÞ, bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ. The relations (3.38)–

(3.40) imply the singular value and eigenvalue distributions

n1
n
KnðaÞ

o
n
� r;kaðxÞfðhÞ; ð3:41Þ

n
nMnðbÞ

o
n
� r;kbðxÞhðhÞ; ð3:42Þ

n 1

n2
Lnða; bÞ

o
n
� r;k

aðxÞ
bðxÞ eðhÞ: ð3:43Þ

The eigenvalue functions of aðxÞfðhÞ, bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ

are given by

k1;2ðaðxÞfðhÞÞ ¼ aðxÞk1;2ðfðhÞÞ

¼ aðxÞ 2� 2

3
cos h
 2

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3þ cos2 h

p� �
;

k1;2ðbðxÞhðhÞÞ ¼ bðxÞk1;2ðhðhÞÞ

¼ bðxÞ 4

15
þ 1

30
cos h
 1

30

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
34þ 26 cos hþ cos2 h

p� �
;

k1;2

aðxÞ
bðxÞ eðhÞ

�
¼ aðxÞ

bðxÞ k1;2ðeðhÞÞ

¼ aðxÞ
bðxÞ

4

3� cos h
13þ 2 cos h


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
124þ 112 cos h� 11 cos2 h

p
 �
:

For each positive integer r, let Gr be the uniform grid in

½0; 1� � ½0; p� given by

Gr :¼

i
r
;
jp
r

�
: i; j ¼ 1; . . .; r

� �
:

Compute the samples of the eigenvalue functions

k1;2ðaðxÞfðhÞÞ, k1;2ðbðxÞhðhÞÞ, k1;2ðaðxÞbðxÞ eðhÞÞ at the grid

points ðx; hÞ 2 Gr. Sort the samples of k1;2ðaðxÞfðhÞÞ (resp.,
k1;2ðbðxÞhðhÞÞ, k1;2ðaðxÞbðxÞ eðhÞÞ) in increasing order and put

them in a vector ðw1;w2; . . .;w2r2Þ (resp., ðy1; y2; . . .; y2r2Þ,
ðz1; z2; . . .; z2r2Þ). Let jr, nr, fr : ½0; 1� ! R be the piece-

wise linear non-decreasing functions that interpolate the

samples ðw0 :¼ w1;w1;w2; . . .;w2r2Þ,
ðy0 :¼ y1; y1; y2; . . .; y2r2Þ, ðz0 :¼ z1; z1; z2; . . .; z2r2Þ over the
nodes ð0; 1

2r2
; 2
2r2

; . . .; 1Þ, i.e.,

Fig. 56 Diagram for the computation of the symbols aðxÞfðhÞ,
bðxÞhðhÞ, aðxÞ

bðxÞ eðhÞ

1676 C. Garoni et al.

123



jr

 ‘

2r2

�
:¼ w‘; ‘ ¼ 0; . . .; 2r2; ð3:44Þ

nr

 ‘

2r2

�
:¼ y‘; ‘ ¼ 0; . . .; 2r2; ð3:45Þ

fr

 ‘

2r2

�
:¼ z‘; ‘ ¼ 0; . . .; 2r2: ð3:46Þ

It turns out that jr, nr, fr converge to three non-decreasing

functions j, n, f : ½0; 1� ! R, which will be referred to as

the rearranged versions of aðxÞfðhÞ, bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ,

respectively. The rearranged versions are of interest

because the eigenvalue distributions in (3.41)–(3.43) con-

tinue to hold if the symbols are replaced by their rearranged

versions, i.e.,

n1
n
KnðaÞ

o
n
� kj; ð3:47Þ

n
nMnðbÞ

o
n
� kn; ð3:48Þ

n 1

n2
Lnða; bÞ

o
n
� kf: ð3:49Þ

Moreover, working with j, n, f is much simpler than

working with aðxÞfðhÞ, bðxÞhðhÞ, aðxÞ
bðxÞ eðhÞ because j, n, f

are scalar univariate non-decreasing functions defined on

the unit interval [0, 1]. Again, it can be shown that j, n, f
are the unique non-decreasing functions defined on [0, 1]

for which the asymptotic eigenvalue distributions (3.47)–

(3.49) are satisfied.

For some numerical experiments we focus on prob-

lem (3.1) with coefficients aðxÞ ¼ 2þ 0:5 x and bðxÞ ¼ 1.

Figures 57, 58, 59 show the graphs of the functions jr, nr,
fr, respectively, for r ¼ 10000. Note that these graphs form

a very good approximation of the graphs of j, n, f,
respectively. The figures also show the eigenvalues of the

corresponding matrices 1
n
KnðaÞ, nMnðbÞ, 1

n2
Lnða; bÞ for

n ¼ 40. These eigenvalues are arranged in increasing order

and are represented by the red asterisks positioned at j
2n
,

j ¼ 1; . . .; 2n� 1. We see from the figures that the eigen-

values of 1
n
KnðaÞ, nMnðbÞ, 1

n2
Lnða; bÞ are approximately

samples of j, n, f over a uniform grid in [0, 1]. This agrees

with the eigenvalue distributions (3.47)–(3.49).

Considering that the eigenvalues of 1
n2
Lnða; bÞ (sorted in

increasing order) are approximately equal to the uniform

samples fð j
2n
Þ, j ¼ 1; . . .; 2n� 1, the eigenvalues of Lnða; bÞ

(i.e., the numerical eigenvalues kj;n, j ¼ 1; . . .; 2n� 1) are

approximately equal to n2fð j
2n
Þ, j ¼ 1; . . .; 2n� 1. Conse-

quently, we have

kj;n
kj

� 1 	
n2f j

2n

� �
kj

� 1; j ¼ 1; . . .; 2n� 1;

where kj, j ¼ 1; 2; . . .;1, are the exact eigenvalues. The

unknown exact eigenvalues k1; . . .; k2n�1 can be approxi-

mated by the first 2n� 1 eigenvalues of Ln0 ða; bÞ with

n0 
 n. Figure 60 depicts the (approximate) analytical

predictions n2frð j
2n
Þ=kj;n0 � 1 and the (approximate) eigen-

value errors kj;n=kj;n0 � 1 versus j=ð2n� 1Þ, for j ¼
1; . . .; 2n� 1 (n ¼ 200, n0 ¼ 1500, r ¼ 10000). We see

that the analytical prediction is excellent for all eigenvalues

except for the very small ones. Exactly as explained in

Sect. 3.1, the accuracy can be substantially improved by

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

2

4

6

8

10

ψ = rearranged symbol a(x)f(θ)

eigenvalues of n-1Kn(a)

Fig. 57 Quadratic C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x
and bðxÞ ¼ 1: comparison between the rearranged version j of the

symbol aðxÞfðhÞ and the eigenvalues of 1
n
KnðaÞ for n ¼ 40

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5 ξ = rearranged symbol b(x)h(θ)
eigenvalues of nMn(b)

Fig. 58 Quadratic C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x
and bðxÞ ¼ 1: comparison between the rearranged version n of the

symbol bðxÞhðhÞ and the eigenvalues of nMnðbÞ for n ¼ 40

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

50

100
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ζ = rearranged symbol b(x)-1a(x)e(θ)

eigenvalues of n-2Ln(a,b)

Fig. 59 Quadratic C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x
and bðxÞ ¼ 1: comparison between the rearranged version f of the

symbol
aðxÞ
bðxÞ eðhÞ and the eigenvalues of 1

n2
Lnða; bÞ for n ¼ 40
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precomputing few of the smallest eigenvalues (already a

single one is satisfactory here). Fix r ¼ 10000,

q ¼ 1000000, 1 ¼ 1, and compute the grid fs001 ; . . .; s002n�1g
as described in Remark 3.3 (using Mn ¼ 2n instead of

Mn ¼ n, and Nn ¼ 2n� 1 instead of Nn ¼ n� 1). Fig-

ure 61 shows the analytical predictions for the eigenvalue

errors using this grid.

3.3 p-Degree Ck B-Spline Discretization

We now generalize what we have seen in Sects. 3.1–3.2.

Consider the general Galerkin p-degree Ck B-spline dis-

cretization of (3.1) on a uniform mesh with stepsize 1
n
. That

is the Galerkin discretization described at the beginning of

Sect. 3, where the basis functions fu1; . . .;uNn
g are taken

as fB2;½p;k�; . . .;Bnðp�kÞþk;½p;k�g defined in (2.7). The resulting

stiffness and mass matrices are given by (3.4)–(3.5) with

ui :¼ Biþ1;½p;k�; i ¼ 1; . . .; nðp� kÞ þ k � 1;

i.e.,

KnðaÞ :¼
Z 1

0

aðxÞB0
jþ1;½p;k�ðxÞB0

iþ1;½p;k�ðxÞdx
� �nðp�kÞþk�1

i;j¼1

;

MnðbÞ :¼
Z 1

0

bðxÞBjþ1;½p;k�ðxÞBiþ1;½p;k�ðxÞdx
� �nðp�kÞþk�1

i;j¼1

:

Thanks to the local support property of the B-splines, for

all i ¼ 1; . . .; nðp� kÞ þ k � 1 the support of Biþ1;½p;k� is

located near the point
di=ðp�kÞe

n
, in the sense that the distance

of the support from this point goes to 0 as n ! 1; this

follows from Eq. (2.8). Therefore, the matrices 1
n
KnðaÞ and

nMnðbÞ are approximately equal to ðDnðaÞ �
Ip�kÞyð1nKnð1ÞÞ and ðDnðbÞ � Ip�kÞyðnMnð1ÞÞ, respec-

tively, as long as n is large enough. Here, Ip�k is the

ðp� kÞ � ðp� kÞ identity matrix. Moreover, the subscript

‘‘ y ’’ means that DnðaÞ � Ip�k and DnðbÞ � Ip�k are

deprived of their last row and column (if k ¼ 0) or com-

pleted by adding k � 1 diagonal elements equal to,

respectively, a(1) and b(1) (if k[ 1), so that their size

becomes equal to the size nðp� kÞ þ k � 1 of 1
n
Knð1Þ and

nMnð1Þ. For example, if p� k ¼ 2 and k ¼ 3, we have

nðp� kÞ þ k � 1 ¼ 2nþ 2 and

DnðaÞ� Ip�k

� �
y :¼

a

1
n

�

a

1
n

�

a

2
n

�

a

2
n

�

. .
.

a

n� 1

n

�

a

n� 1

n

�
að1Þ

að1Þ
að1Þ

að1Þ

2
66666666666666666666666666666664

3
77777777777777777777777777777775

:

To show that 1
n
KnðaÞ 	 ðDnðaÞ� Ip�kÞyð1nKnð1ÞÞ, we

extend continuously the function a(x) outside its domain

[0, 1] by setting aðxÞ ¼ að1Þ for x[1 and we note that, for

all i; j¼ 1; . . .;nðp� kÞþ k� 1,

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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0.1

0.2

0.3

0.4

0.5

0.6 analytical predictions
eigenvalue errors

Fig. 60 Quadratic C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x

and bðxÞ ¼ 1: analytical predictions n2frð j
2n
Þ=kj;n0 � 1 and eigenvalue

errors kj;n=kj;n0 � 1 versus j=Nn, j ¼ 1; . . .;Nn (Nn ¼ 2n� 1, n ¼ 200,

n0 ¼ 1500, r ¼ 10000)
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0.6 analytical predictions
eigenvalue errors

Fig. 61 Quadratic C0 B-spline discretization with aðxÞ ¼ 2þ 0:5 x

and bðxÞ ¼ 1: analytical predictions n2frðs00j Þ=kj;n0 � 1 and eigenvalue

errors kj;n=kj;n0 � 1 versus s00j , j ¼ 1; . . .;Nn (Nn ¼ 2n� 1, n ¼ 200,

n0 ¼ 1500, r ¼ 10000, q ¼ 1000000, 1 ¼ 1)
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1
n
KnðaÞ

�
ij
¼

Z 1

0

aðxÞB0
jþ1;½p;k�ðxÞB0

iþ1;½p;k�ðxÞdx

¼
Z
suppðBiþ1;½p;k�Þ

aðxÞB0
jþ1;½p;k�ðxÞB0

iþ1;½p;k�ðxÞdx

	 a

di=ðp� kÞe

n

�Z
suppðBiþ1;½p;k�Þ

B0
jþ1;½p;k�ðxÞB0

iþ1;½p;k�ðxÞdx

¼ a

di=ðp� kÞe

n

�Z 1

0

B0
jþ1;½p;k�ðxÞB0

iþ1;½p;k�ðxÞdx

¼ a

di=ðp� kÞe

n

�
1
n
Knð1Þ

�
ij
;

i.e.,

1

n
KnðaÞ 	 ðDnðaÞ � Ip�kÞy


1
n
Knð1Þ

�
: ð3:50Þ

Similarly,

nMnðaÞ 	 ðDnðbÞ � Ip�kÞy


nMnð1Þ

�
: ð3:51Þ

The approximations (3.50)–(3.51) can be made rigorous by

showing that

lim
n!1

����1nKnðaÞ � ðDnðaÞ � Ip�kÞy

1
n
Knð1Þ

����� ¼ 0;

lim
n!1

����nMnðbÞ � ðDnðbÞ � Ip�kÞy


nMnð1Þ

����� ¼ 0:

Since fDmðaÞ � Ip�kgm � GLTaðxÞIp�k for every a 2
Cð½0; 1�Þ and since we know from Sect. 2.5 that

n1
n
Knð1Þ

o
n
� GLTf ½p;k�ðhÞ;n

nMnð1Þ
o
n
� GLTh½p;k�ðhÞ;

with f ½p;k�ðhÞ and h½p;k�ðhÞ being the ðp� kÞ � ðp� kÞ
matrix-valued functions in (2.38)–(2.39), the theory of

GLT sequences yields

n
ðDnðaÞ � Ip�kÞy


1
n
Knð1Þ

�o
n
� GLTaðxÞf ½p;k�ðhÞ;n

ðDnðbÞ � Ip�kÞy


nMnð1Þ

�o
n
� GLTaðxÞh½p;k�ðhÞ;

and

n1
n
KnðaÞ

o
n
� GLTaðxÞf ½p;k�ðhÞ; ð3:52Þ

n
nMnðbÞ

o
n
� GLTbðxÞh½p;k�ðhÞ; ð3:53Þ

n 1

n2
Lnða; bÞ

o
n
� GLT

aðxÞ
bðxÞ e½p;k�ðhÞ

¼ ðbðxÞh½p;k�ðhÞÞ�1
aðxÞf ½p;k�ðhÞ;

ð3:54Þ

where Lnða; bÞ :¼ ðMnðbÞÞ�1KnðaÞ and

e½p;k�ðhÞ :¼ ðh½p;k�ðhÞÞ�1f ½p;k�ðhÞ:

The procedure to obtain the symbols aðxÞf ½p;k�ðhÞ,
bðxÞh½p;k�ðhÞ, aðxÞbðxÞ e½p;k�ðhÞ is the same as in Fig. 56. Note that

Fig. 43 is just a special case of Fig. 56, corresponding to

the situation in which the block symbols have size 1� 1,

i.e., they are scalar symbols. This happens only in the case

of maximal smoothness k ¼ p� 1. The relations (3.52)–

(3.54) imply the singular value and eigenvalue distributions

n1
n
KnðaÞ

o
n
� r;kaðxÞf ½p;k�ðhÞ; ð3:55Þ

n
nMnðbÞ

o
n
� r;kbðxÞh½p;k�ðhÞ; ð3:56Þ

n 1

n2
Lnða; bÞ

o
n
� r;k

aðxÞ
bðxÞ e½p;k�ðhÞ: ð3:57Þ

For each positive integer r, let Gr be the uniform grid in

½0; 1� � ½0; p� given by

Gr :¼

i
r
;
jp
r

�
: i; j ¼ 1; . . .; r

� �
:

Compute the samples at the grid points ðx; hÞ 2 Gr of the

eigenvalue functions

k1;2;...;p�kðaðxÞf ½p;k�ðhÞÞ ¼ aðxÞk1;2;...;p�kðf ½p;k�ðhÞÞ;
k1;2;...;p�kðbðxÞh½p;k�ðhÞÞ ¼ bðxÞk1;2;...;p�kðh½p;k�ðhÞÞ;

k1;2;...;p�k


aðxÞ
bðxÞ e½p;k�ðhÞ

�
¼ aðxÞ

bðxÞ k1;2;...;p�kðe½p;k�ðhÞÞ:

Sort the samples of k1;2;...;p�kðaðxÞf ½p;k�ðhÞÞ (resp.,

k1;2;...;p�kðbðxÞh½p;k�ðhÞÞ, k1;2;...;p�kðaðxÞbðxÞ e½p;k�ðhÞÞ) in increas-

ing order and put them in a vector ðw1;w2; . . .;wðp�kÞr2Þ
(resp., ðy1; y2; . . .; yðp�kÞr2Þ, ðz1; z2; . . .; zðp�kÞr2Þ). Let

jr;½p;k�; nr;½p;k�; fr;½p;k� : ½0; 1� ! R

be the piecewise linear non-decreasing functions that

interpolate the samples ðw0 :¼ w1;w1;w2; . . .;wðp�kÞr2Þ,
ðy0 :¼ y1; y1; y2; . . .; yðp�kÞr2Þ, ðz0 :¼ z1; z1; z2; . . .; zðp�kÞr2Þ
over the nodes ð0; 1

ðp�kÞr2 ;
2

ðp�kÞr2 ; . . .; 1Þ, i.e.,

jr;½p;k�

 ‘

ðp� kÞr2
�
:¼ w‘; ‘ ¼ 0; . . .; ðp� kÞr2;

ð3:58Þ

nr;½p;k�

 ‘

ðp� kÞr2
�
:¼ y‘; ‘ ¼ 0; . . .; ðp� kÞr2;

ð3:59Þ

fr;½p;k�

 ‘

ðp� kÞr2
�
:¼ z‘; ‘ ¼ 0; . . .; ðp� kÞr2:

ð3:60Þ

It turns out that jr;½p;k�, nr;½p;k�, fr;½p;k� converge, as r ! 1, to

three non-decreasing functions
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j½p;k�; n½p;k�; f½p;k� : ½0; 1� ! R;

which will be referred to as the rearranged versions of

aðxÞf ½p;k�ðhÞ, bðxÞh½p;k�ðhÞ, aðxÞ
bðxÞ e½p;k�ðhÞ, respectively. The

eigenvalue distributions in (3.55)–(3.57) continue to hold if

the symbols are replaced by their rearranged versions:

n1
n
KnðaÞ

o
n
� kj½p;k�; ð3:61Þ

n
nMnðbÞ

o
n
� kn½p;k�; ð3:62Þ

n 1

n2
Lnða; bÞ

o
n
� kf½p;k�: ð3:63Þ

It can be shown that j½p;k�, n½p;k�, f½p;k� are the unique non-

decreasing functions defined on [0, 1] for which the

asymptotic eigenvalue distributions (3.61)–(3.63) are

satisfied.

Remark 3.5 (Analytical predictions of the eigenvalue

errors) Let kj;n, j ¼ 1; . . .; nðp� kÞ þ k � 1, be the numeri-

cal eigenvalues (i.e., the eigenvalues of Lnða; bÞ) sorted, as
always, in increasing order. In view of the eigenvalue dis-

tribution f 1
n2
Lnða; bÞgn � kf½p;k�, we can say that:

• for large values of n, the eigenvalues of 1
n2
Lnða; bÞ

(except possibly for a small number of outliers) are

approximated by uniform samples over [0, 1] of f½p;k�;
• for large values of n, the eigenvalues of Lnða; bÞ

(except possibly for a small number of outliers) are

approximated by uniform samples over [0, 1] of n2f½p;k�.

Therefore, we propose the following procedure to compute

the (asymptotic) analytical predictions of the eigenvalue

errors

kj;n
kj

� 1; j ¼ 1; . . .; nðp� kÞ þ k � 1;

in the limit of mesh refinement (when n ! 1).

• Compute the uniform samples

f½p;k�

 j

nðp� kÞ

�
; j ¼ 1; . . .; nðp� kÞ: ð3:64Þ

• Compute the asymptotic analytical predictions of the

eigenvalue errors as follows:

kj;n
kj

� 1 	
n2f½p;k�

j
nðp�kÞ


 �
kj

� 1; j ¼ 1; . . .;m;

ð3:65Þ

where m :¼ minðnðp� kÞ; nðp� kÞ þ k � 1Þ.
In practical applications, since the exact eigenvalues kj are
not available, we replace them in (3.65) by kj;n0 , where n0 is
chosen so that n0 
 n. Moreover, if also f½p;k� is not

available, we replace it in (3.65) by fr;½p;k� with a large r. In

(3.65) we are assuming that the eigenvalue errors corre-

sponding to indices j exceeding nðp� kÞ have no analytical
counterpart. Actually, the number of these ‘‘excluded’’

eigenvalue errors is only maxð0; k � 1Þ� p� 2, and can be

neglected in the limit of mesh refinement n ! 1 (recall

that (3.65) holds precisely in this limit).

Remark 3.6 (How to find a good sampling grid) When

using a naively chosen uniform grid such as (3.64), it might

happen that the analytical predictions are not very accurate

for small eigenvalues. This could be improved by taking a

better sampling grid. The following procedure computes, at

a reasonable cost, a good sampling grid yielding more

accurate analytical predictions (in the same spirit as

Remark 3.3).

• Compute the smallest 1 numerical eigenvalues kj;n,
j ¼ 1; . . .; 1, with 1 being a very small number. This can

be done by using a suitable numerical method (for

example, the inverse subspace iteration method).

• Fix a large pair of values q; r 2 N, and compute the

values n2fr;½p;k�ði=qÞ for i ¼ 1; . . .; q. For each

j ¼ 1; . . .; 1, choose the point s00j of the grid fi=q :

i ¼ 1; . . .; qg which minimizes the distance

jn2fr;½p;k�ðs00j Þ � kj;nj.
• Make a uniform sampling of fr;½p;k� from s001 till the end

of the interval [0, 1]. Here, we assume to sample fr;½p;k�
over the uniform grid fs001 ; . . .; s00nðp�kÞg, where

s001þj :¼ s001 þ j
1� s001

nðp� kÞ � 1
; j¼ 1; . . .;nðp� kÞ � 1:

The grid fs001 ; . . .; s00nðp�kÞg can be used to obtain analytical

predictions for the eigenvalue errors. Of course, if f½p;k� is
available, then the second and third steps of the above

procedure should be performed with f½p;k� instead of fr;½p;k�.

3.3.1 p-Degree Cp -- 1 B-Spline Discretization

When assuming the maximal smoothness k ¼ p� 1, the

relations (3.55)–(3.57) simplify ton1
n
KnðaÞ

o
n
� r;kaðxÞfpðhÞ; ð3:66Þ

n
nMnðbÞ

o
n
� r;kbðxÞhpðhÞ; ð3:67Þ

n 1

n2
Lnða; bÞ

o
n
� r;k

aðxÞ
bðxÞ epðhÞ; ð3:68Þ

where fp :¼ f ½p;p�1�, hp :¼ h½p;p�1�, ep :¼ e½p;p�1� are the

scalar functions in (2.52)–(2.54); see [11]. According to

Remark 3.5, analytical predictions of the eigenvalue errors
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can be expressed in terms of the rearranged version f½p;p�1�

of the symbol
aðxÞ
bðxÞ epðhÞ, as follows:

kj;n
kj

� 1 	
n2f½p;p�1�

j
n

� �
kj

� 1; j ¼ 1; . . .;m;

where m :¼ minðn; nþ p� 2Þ. Alternatively, taking into

account Remark 3.6 with k ¼ p� 1,

kj;n
kj

� 1 	
n2f½p;p�1� s00j


 �
kj

� 1; j ¼ 1; . . .;m:

For some numerical experiments we first focus on

problem (3.1) with coefficients aðxÞ ¼ 1þ x2 and bðxÞ ¼
1� 0:5 x. Figure 62 shows the comparison between the

(approximate) analytical predictions n2fr;½p;p�1�ðs00j Þ=kj;n0 � 1,

j ¼ 1; . . .; n, and the (approximate) eigenvalue errors

kj;n=kj;n0 � 1, j ¼ 1; . . .; nþ p� 2, for p ¼ 2; 3; 4; 5 and

n ¼ 200. The approximation parameters have been chosen as

n0 ¼ 1500, r ¼ 10000, q ¼ 1000000 and 1 ¼ 1. Moreover,

the eigenvalues kj;n0 have been taken from the matrix

Ln0 ða; bÞ corresponding to the maximal degree p ¼ 5. This

was done because, as it is clear from Fig. 62, the dis-

cretization with p ¼ 5 is the most accurate, and hence it

provides the best approximations kj;n0 to the exact eigen-

values kj, at least until j is not too large. We see from the

figure that the eigenvalue errors match the analytical pre-

dictions, except at the end for p� 3. This mismatch is due

to the presence of a few outliers at the end of the numerical

spectra. Note, however, that the eigenvalue errors corre-

sponding to the outliers actually do not have a corre-

sponding analytical prediction as the blue line of the

analytical predictions stops before the outliers. Indeed, the

total number of analytical predictions is n, while the total

number of eigenvalue errors is nþ p� 2, so the last p� 2

eigenvalue errors do not have a corresponding analytical

prediction (see Remark 3.5). The precomputation of the

smallest eigenvalue (1 ¼ 1) helps again circumvent the

numerical instability at the small frequencies.

Example 3.1 (Steel tapered rod with linearly varying

cross-sectional area) Consider problem (3.1) with coeffi-

cients aðxÞ ¼ 2:1 � 109 þ 1:05 � 109 x and bðxÞ ¼ 80þ 40 x.

This corresponds to the model of a steel tapered rod whose

cross-sectional area varies linearly according to the equa-

tion AðxÞ ¼ 0:01þ 0:005 x (m2). Indeed, taking into

account that the Young elasticity modulus and the density

of the steel are, respectively, E ¼ 210 � 109 Pa and

q ¼ 8000 kg=m3, the squares of the natural frequencies kj
and the normal modes uj associated with the longitudinal

vibrations of the rod are the solutions of the eigenvalue

problem (3.1) with aðxÞ ¼ E � AðxÞ ¼ 2:1 � 109 þ 1:05 �
109 x and bðxÞ ¼ qAðxÞ ¼ 80þ 40 x, as above.

Figure 63 shows the comparison between the (ap-

proximate) analytical predictions n2f½p;p�1�ðs00j Þ=kj;n0 � 1,

j ¼ 1; . . .; n, and the (approximate) eigenvalue errors

kj;n=kj;n0 � 1, j ¼ 1; . . .; nþ p� 2, for p ¼ 2; 3; 4; 5 and
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Fig. 62 p-degree Cp�1 B-spline discretization for p ¼ 2; 3; 4; 5 with

aðxÞ ¼ 1þ x2 and bðxÞ ¼ 1� 0:5 x: analytical predictions

n2fr;½p;p�1�ðs00j Þ=kj;n0 � 1 and eigenvalue errors kj;n=kj;n0 � 1 versus

s00j , j ¼ 1; . . .;Nn (Nn ¼ nþ p� 2 	 200, n ¼ 200, n0 ¼ 1500,

r ¼ 10000, q ¼ 1000000, 1 ¼ 1)
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n ¼ 200, corresponding to the problem described in

Example 3.1. Note that in this case the symbol in (3.68)

becomes

aðxÞ
bðxÞ epðhÞ ¼ 26250000 epðhÞ;

i.e., it is just a scaled version of the symbol epðhÞ obtained
in the constant-coefficient case.

Its rearranged version is explicitly given by4

f½p;p�1�ðsÞ ¼ 26250000 epðpsÞ; s 2 ½0; 1�:

The approximation parameters have been chosen as

n0 ¼ 1500, q ¼ 1000000 and 1 ¼ 1. The eigenvalues kj;n0
have been taken from the matrix Ln0 ða; bÞ corresponding

to the maximal degree p ¼ 5, because the discretization

with p ¼ 5 is the most accurate. We see from Fig. 63

that the eigenvalue errors match the analytical predic-

tions, except at the end for p� 3 due to the outliers. The

precomputation of the smallest eigenvalue helps again

circumvent the numerical instability at the small

frequencies.

3.3.2 p-Degree C0 B-Spline Discretization

When assuming the minimal smoothness k ¼ 0, the rela-

tions (3.55)–(3.57) becomen1
n
KnðaÞ

o
n
� r;kaðxÞf ½p;0�ðhÞ; ð3:69Þ

n
nMnðbÞ

o
n
� r;kbðxÞh½p;0�ðhÞ; ð3:70Þ

n 1

n2
Lnða; bÞ

o
n
� r;k

aðxÞ
bðxÞ e½p;0�ðhÞ; ð3:71Þ

where f ½p;0�; h½p;0�; e½p;0� are the p� p matrix-valued func-

tions in (2.69)–(2.71). According to Remark 3.5, analytical

predictions of the eigenvalue errors can be expressed in

terms of the rearranged version f½p;0� of the symbol
aðxÞ
bðxÞ e½p;0�,

as follows:

kj;n
kj

� 1 	
n2f½p;0�

j
np


 �
kj

� 1; j ¼ 1; . . .; np� 1:

Alternatively, taking into account Remark 3.6 with k ¼ 0,

kj;n
kj

� 1 	
n2f½p;0� s00j


 �
kj

� 1; j ¼ 1; . . .; np� 1:
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Fig. 63 p-degree Cp�1 B-spline discretization for p ¼ 2; 3; 4; 5 with

aðxÞ ¼ 2:1 � 109 þ 1:05 � 109 x and bðxÞ ¼ 80þ 40 x: analytical pre-

dictions n2f½p;p�1�ðs00j Þ=kj;n0 � 1 and eigenvalue errors kj;n=kj;n0 � 1

versus s00j , j ¼ 1; . . .;Nn (Nn ¼ nþ p� 2 	 200, n ¼ 200, n0 ¼ 1500,

q ¼ 1000000, 1 ¼ 1)
4 To see this, recall that epðhÞ is increasing on ½0; p� and f½p;p�1� is the

unique non-decreasing function on [0, 1] satisfying

f 1
n2
Lnða; bÞgn � kf½p;p�1�. Take also into account that, for every

constant C[ 0, the asymptotic eigenvalue distribution fXngn � kg,

with g : ½a; b� ! R, is equivalent to the asymptotic eigenvalue

distribution fXngn � k ~g, where ~g : ½Ca;Cb� ! R is defined as

~gðsÞ ¼ gðC�1sÞ. This result is intuitively clear in the light of the

meaning of the distribution relations fXngn � kg and fXngn � k ~g; a
formal proof can be given using the precise definitions reported in

Appendix.
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For some numerical experiments we first focus on

problem (3.1) with coefficients aðxÞ ¼ 1þ x2 and bðxÞ ¼
1� 0:5 x. Figure 64 shows the comparison between the

(approximate) analytical predictions n2fr;½p;0�ðs00j Þ=kj;n0 � 1,

j ¼ 1; . . .; np, and the (approximate) eigenvalue errors

kj;n=kj;n0 � 1, j ¼ 1; . . .; np� 1, for p ¼ 2; 3; 4; 5 and

n ¼ 100; 67; 50; 40. The choice of the pairs ðp; nÞ ¼
ð2; 100Þ; ð3; 67Þ; ð4; 50Þ; ð5; 40Þ was made to ensure that the

total number of degrees of freedom Nn ¼ np� 1 remains

approximately equal to 200, like in Fig. 62. This allows for a

comparison between Figs. 62 and 64. The approximation

parameters have been chosen as n0 ¼ 1500, r ¼ 10000, q ¼
1000000 and 1 ¼ 1.We see from Fig. 64 that the eigenvalue

errors match the analytical predictions.

Consider now again the model of a steel tapered rod

with linearly varying cross-sectional area from Exam-

ple 3.1. Figure 65 shows the comparison between the

(approximate) analytical predictions n2fr;½p;0�ðs00j Þ=kj;n0 � 1,

j ¼ 1; . . .; np, and the (approximate) eigenvalue errors

kj;n=kj;n0 � 1, j ¼ 1; . . .; np� 1, for p ¼ 2; 3; 4; 5 and

n ¼ 100; 67; 50; 40, corresponding to this problem. Note

that in this case the symbol in (3.71) becomes

aðxÞ
bðxÞ e½p;0�ðhÞ ¼ 26250000 e½p;0�ðhÞ;

i.e., it is just a scaled version of the symbol e½p;0�ðhÞ
obtained in the constant-coefficient case. The choice of the

pairs ðp; nÞ ¼ ð2; 100Þ; ð3; 67Þ; ð4; 50Þ; ð5; 40Þ was made to

ensure that the total number of degrees of freedom Nn ¼
np� 1 remains approximately equal to 200, like in Fig. 63.

The approximation parameters have again been chosen as

n0 ¼ 1500, r ¼ 10000, q ¼ 1000000 and 1 ¼ 1. We see

from Fig. 65 that the eigenvalue errors match the analytical

predictions.

3.4 Isogeometric Galerkin Discretization
of Variable-Coefficient Eigenvalue Problems

In the isogeometric Galerkin method, the physical domain

[0, 1] in problem (3.1) is described by a global geometry

map G : ½0; 1� ! ½0; 1�. We assume that G is invertible, C1

smooth, and satisfies Gð0Þ ¼ 0 and Gð1Þ ¼ 1. We fix a set

of basis functions fu1; . . .;uNn
g defined on the reference

(parametric) domain [0, 1] and vanishing on the boundary.

Then, we consider the basis functions

wiðxÞ :¼ uiðG�1ðxÞÞ ¼ uiðtÞ; x ¼ GðtÞ; i ¼ 1; . . .;Nn;

and we define the approximation spaceWn :¼ spanðw1; . . .;

wNn
Þ � H1

0ðXÞ. Using this space, we arrive at the following

generalized matrix eigenvalue problem

Knða;GÞuj;n ¼ kj;nMnðb;GÞuj;n; ð3:72Þ

where uj;n is the coefficient vector with respect to

fw1; . . .;wNn
g,
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Fig. 64 p-degree C0 B-spline discretization for p ¼ 2; 3; 4; 5 with

aðxÞ ¼ 1þ x2 and bðxÞ ¼ 1� 0:5 x: analytical predictions

n2fr;½p;0�ðs00j Þ=kj;n0 � 1 and eigenvalue errors kj;n=kj;n0 � 1 versus s00j ,
j ¼ 1; . . .;Nn (Nn ¼ np� 1 	 200, n ¼ 100; 67; 50; 40, n0 ¼ 1500,

r ¼ 10000, q ¼ 1000000, 1 ¼ 1)
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Knða;GÞ :¼ ½aðwj;wiÞ�
Nn

i;j¼1 ¼
Z 1

0

aðxÞw0
jðxÞw

0
iðxÞdx

� �Nn

i;j¼1

¼
Z 1

0

aðGðtÞÞ
jG0ðtÞj u

0
jðtÞu0

iðtÞdt
� �Nn

i;j¼1

;

ð3:73Þ

and

Mnðb;GÞ :¼ ½ðbwj;wiÞ�
Nn

i;j¼1 ¼
Z 1

0

bðxÞwjðxÞwiðxÞdx
� �Nn

i;j¼1

¼
Z 1

0

bðGðtÞÞjG0ðtÞjujðtÞuiðtÞdt
� �Nn

i;j¼1

:

ð3:74Þ

The matrices Knða;GÞ and Mnðb;GÞ are, respectively, the
stiffness and mass matrices. Due to our assumption that

a; b[ 0 on (0, 1), both Knða;GÞ and Mnðb;GÞ are always

symmetric positive definite, regardless of the chosen basis

functions u1; . . .;uNn
and the map G. Moreover, it is clear

from (3.72) that the numerical eigenvalues kj;n,
j ¼ 1; . . .;Nn, are just the eigenvalues of the matrix

Lnða; b;GÞ :¼ ðMnðb;GÞÞ�1Knða;GÞ: ð3:75Þ

By comparing (3.4)–(3.6) and (3.73)–(3.75), we see that

Knða;GÞ ¼ KnðaGÞ; Mnðb;GÞ ¼ MnðbGÞ;
Lnða; b;GÞ ¼ LnðaG; bGÞ;

where

aGðtÞ :¼
aðGðtÞÞ
jG0ðtÞj ; bGðtÞ :¼ bðGðtÞÞjG0ðtÞj:

Therefore, all the results obtained in the previous sections

for the matrices KnðaÞ, MnðbÞ, Lnða; bÞ also apply to the

matrices Knða;GÞ, Mnðb;GÞ, Lnða; b;GÞ; it suffices to

replace a and b with aG and bG. In particular, if aG; bG 2
Cð½0; 1�Þ and the basis functions u1; . . .;uNn

are chosen as

the p-degree Ck B-splines B2;½p;k�; . . .;Bnðp�kÞþk;½p;k�, then

Knða;GÞ ¼ KnðaGÞ

¼
Z 1

0

aðGðtÞÞ
jG0ðtÞj B

0
jþ1;½p;k�ðtÞB0

iþ1;½p;k�ðtÞdt
� �nðp�kÞþk�1

i;j¼1

;

ð3:76Þ

and

Mnða;GÞ ¼ MnðbGÞ

¼
Z 1

0

bðGðtÞÞjG0ðtÞjBjþ1;½p;k�ðtÞBiþ1;½p;k�ðtÞdt
� �nðp�kÞþk�1

i;j¼1

:

ð3:77Þ
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Fig. 65 p-degree C0 B-spline discretization for p ¼ 2; 3; 4; 5 with

aðxÞ ¼ 2:1 � 109 þ 1:05 � 109 x and bðxÞ ¼ 80þ 40 x: analytical pre-

dictions n2fr;½p;0�ðs00j Þ=kj;n0 � 1 and eigenvalue errors kj;n=kj;n0 � 1

versus s00j , j ¼ 1; . . .;Nn (Nn ¼ np� 1 	 200, n ¼ 100; 67; 50; 40,

n0 ¼ 1500, r ¼ 10000, q ¼ 1000000, 1 ¼ 1)
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From (3.52)–(3.57) we get

n1
n
Knða;GÞ

o
n
� GLT

aðGðtÞÞ
jG0ðtÞj f ½p;k�ðhÞ; ð3:78Þ

n
nMnðb;GÞ

o
n
� GLTbðGðtÞÞjG0ðtÞjh½p;k�ðhÞ; ð3:79Þ

n 1

n2
Lnða; b;GÞ

o
n
� GLT

aðGðtÞÞ
bðGðtÞÞjG0ðtÞj2

e½p;k�ðhÞ; ð3:80Þ

and as a consequence,

n1
n
Knða;GÞ

o
n
� r;k

aðGðtÞÞ
jG0ðtÞj f ½p;k�ðhÞ; ð3:81Þ

n
nMnðb;GÞ

o
n
� r;kbðGðtÞÞjG0ðtÞjh½p;k�ðhÞ; ð3:82Þ

n 1

n2
Lnða; b;GÞ

o
n
� r;k

aðGðtÞÞ
bðGðtÞÞjG0ðtÞj2

e½p;k�ðhÞ: ð3:83Þ

Moreover, from (3.61)–(3.63) we obtain

n1
n
Knða;GÞ

o
n
� kj½p;k�; ð3:84Þ

n
nMnðb;GÞ

o
n
� kn½p;k�; ð3:85Þ

n 1

n2
Lnða; b;GÞ

o
n
� kf½p;k�; ð3:86Þ

where j½p;k�, n½p;k�, f½p;k� are the rearranged versions of
aðGðtÞÞ
jG0ðtÞj f ½p;k�ðhÞ, bðGðtÞÞjG0ðtÞjh½p;k�ðhÞ, aðGðtÞÞ

bðGðtÞÞjG0ðtÞj2 e½p;k�ðhÞ,
respectively. Analytical predictions of the eigenvalue

errors can be obtained through the procedure described in

Remark 3.5:

kj;n
kj

� 1 	
n2f½p;k�

j
nðp�kÞ


 �
kj

� 1; j ¼ 1; . . .;m;

where m :¼ minðnðp� kÞ; nðp� kÞ þ k � 1Þ. Alterna-

tively, taking into account Remark 3.6,

kj;n
kj

� 1 	
n2f½p;k�ðs00j Þ

kj
� 1; j ¼ 1; . . .;m:

Note that, in the above spectral analysis, the considered

geometry map G can be given in any representation and is

not confined to the B-spline form as prescribed by the

isogeometric analysis paradigm.

Consider now the model of a steel tapered rod with

linearly varying cross-sectional area from Example 3.1. Fix

p ¼ 4 and the geometry map

G : ½0; 1� ! ½0; 1�; GðtÞ :¼ 1:1 t

0:1þ t
:

The graph of the geometry map is depicted in Fig. 66. In

Fig. 67 we compare the (approximate) analytical predic-

tions n2fr;½4;k�ðs00j Þ=kj;n0 � 1, j ¼ 1; . . .; nð4� kÞ, and the

(approximate) eigenvalue errors kj;n=kj;n0 � 1,

j ¼ 1; . . .; nð4� kÞ þ k � 1, for k ¼ 3; 2; 1; 0 and

n ¼ 500; 250; 167; 125. The choice of the pairs ðk; nÞ ¼
ð3; 500Þ; ð2; 250Þ; ð1; 167Þ; ð0; 125Þ was made in order to

ensure that the total number of degrees of freedom Nn ¼
nð4� kÞ þ k � 1 remains approximately equal to 500 in all

cases. The approximation parameters have been chosen as

n0 ¼ 1500, r ¼ 10000, q ¼ 1000000 and 1 ¼ 1. The

eigenvalues kj;n0 have been taken from the matrix Ln0 ða; bÞ
corresponding to the degree p ¼ 5 and k ¼ 4. We see from

Fig. 67 that the eigenvalue errors match the analytical

predictions. We also see that the large eigenvalues are

badly approximated in all cases. This is due to the effect of

the geometry map G which highly ‘‘deforms’’ the domain

[0, 1]. In particular, the minimum of G0ðtÞ ¼
0:1=ð0:1þ tÞ2 is achieved at t ¼ 1 and equals

G0ð1Þ 	 0:0826. Since 1=jG0ð1Þj2 	 146 and jG0ðtÞj2
appears at the denominator of the symbol in (3.83), it is no

surprise to see such bad approximations of large eigen-

values. Note that the maximum of both the analytical

predictions and eigenvalue errors for k ¼ 3; 2; 1 is between

120 and 140, which is relatively close to 146.

4 Conclusions and Future Directions

Spectral analysis provides valuable insights into the

behavior of discrete approximations to differential equa-

tions. Recent progress in symbol-based spectral analysis

has extended the scope of spectral analysis, but these

advances are highly technical and have so far been con-

fined to the mathematics literature. This paper is an effort

to bring these ideas to the attention of the computational

engineering community. To this end, we have presented an
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Fig. 66 Graph of the geometry map GðtÞ ¼ 1:1 t
0:1þt
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example-based exposition and review of symbol-based

spectral analysis. In particular, we have analyzed constant-

and variable-coefficient one-dimensional eigenvalue prob-

lems discretized through the (isogeometric) Galerkin

method based on B-splines of degree p and smoothness Ck,

0� k� p� 1. For each of these problems, we have illus-

trated the procedure to compute the symbol of the related

discretization matrices Ln. The symbol describes the

asymptotic singular value and eigenvalue distribution of

the sequence fLngn and has allowed us:

• to formulate analytical predictions for the eigenvalue

errors, so as to recover and extend some analytical

spectral results of [5, 20, 21, 23];

• to predict the existence, for the one-dimensional

Laplacian eigenvalue problem, of p� k spectral

branches (one ‘‘acoustical’’ and p� k � 1 ‘‘optical’’),

to provide explicit and implicit analytical expressions

for these branches, and to quantify the divergence to

infinity with respect to p of the largest optical branch in

the case of minimal smoothness k ¼ 0 (the classical

FEA case).

We end by outlining some extensions that are interesting

directions of further investigation.

4.1 Extension to the Case of L1 Coefficients

The GLT relations (3.11)–(3.13) have been proved under

the assumption that the coefficients a and b are continuous

in (3.1). Through the theory of GLT sequences one can

show that (3.11)–(3.13) (and hence also (3.14)–(3.16))

continue to hold under the weaker assumption that

a; b 2 L1ð½0; 1�Þ.
Let us sketch the argument for proving (3.11)–(3.13) in

the L1 case. First, we note that (3.12) is proved in the same

way as (3.11). Second, we note that (3.13) follows

from (3.11)–(3.12) and the theory of GLT sequences (any

algebraic combination of GLT sequences is again a GLT

sequence with its symbol given by the same algebraic

combination of the symbols). It is therefore sufficient to

prove (3.11) for a 2 L1ð½0; 1�Þ. Let a 2 L1ð½0; 1�Þ and take

any sequence of continuous functions am such that am

converges to a in L1ð½0; 1�Þ. Since am is continuous, we

have f1
n
KnðamÞgn � GLTamðxÞf ðhÞ. Moreover, using the fact

that am ! a in L1ð½0; 1�Þ,

• it is clear from Fubini’s theorem that amðxÞf ðhÞ
converges to aðxÞf ðhÞ in L1ð½0; 1� � ½�p; p�Þ,

• it can be shown that the sequence f1
n
KnðamÞgn

converges to f1
n
KnðaÞgn in a suitable sense (the sense

of the ‘‘approximating classes of sequences’’; see [3,

Section 2]).

This is enough to conclude that (3.11) holds for

a 2 L1ð½0; 1�Þ. A similar argument can be used for higher

degrees as well. For a detailed mathematical presentation

of the argument outlined here, we refer the reader to [3,

Section 4] and also [9].

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

20

40

60

80

100

120

analytical predictions, k=3
eigenvalue errors, k=3

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

20

40

60

80

100

120

analytical predictions, k=2
eigenvalue errors, k=2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

20

40

60

80

100

120

140

analytical predictions, k=1
eigenvalue errors, k=1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

50

100

150

200

250
analytical predictions, k=0
eigenvalue errors, k=0

Fig. 67 Isogeometric quartic Ck B-spline discretization for k ¼
3; 2; 1; 0 with aðxÞ ¼ 2:1 � 109 þ 1:05 � 109 x, bðxÞ ¼ 80þ 40 x and

GðtÞ ¼ 1:1 t
0:1þt

: analytical predictions n2fr;½4;k�ðs00j Þ=kj;n0 � 1 and eigen-

value errors kj;n=kj;n0 � 1 versus s00j , j ¼ 1; . . .;Nn

(Nn ¼ nð4� kÞ þ k � 1 	 500, n ¼ 500; 250; 167; 125, n0 ¼ 1500,

r ¼ 10000, q ¼ 1000000, 1 ¼ 1)
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Despite this theoretical argument, we have observed a

more severe failure of the small eigenvalue prediction in

the L1 coefficient case than in the continuous coefficient

case. The proposed fix in Remark 3.6 does not seem to

work properly anymore when dealing with discontinuous

coefficients. This requires further investigation.

4.2 Improving the Analytical Predictions

According to Remarks 3.5 and 3.6, we rely solely on uni-

form samplings to compute the analytical predictions of the

eigenvalue errors, in particular, to approximate the rear-

ranged version of the symbol (parameter r) and to set up

the sampling grid (parameter q). However, very dense

samplings (high values of r and q) might be required to get

a high accuracy. This could be avoided by using non-uni-

form samplings so that the total number of samplings can

be lowered. Furthermore, it might be interesting to consider

an interpolation–extrapolation procedure, in the spirit of

the works [7, 8], to make better analytical predictions

(especially for the small eigenvalues).

4.3 Other Discretizations and Eigenvalue
Problems

The symbol-based analysis carried out in this paper can be

extended to isogeometric collocation methods and to the

multidimensional setting. Toward these extensions, some

work has already been done in [6, 11], where the symbols

have been computed for the stiffness (and mass) matrices

arising from the discretization of multidimensional vari-

able-coefficient advection-diffusion-reaction problems

through isogeometric collocation and Galerkin methods

based on (tensor-product) B-splines of maximal smooth-

ness. A collection of properties of these symbols can be

found in [11, 12].
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Appendix: Singular Value and Eigenvalue
Distribution of a Sequence of Matrices

A sequence of matrices is any sequence of the form fXngn,
where Xn is a square matrix such that sizeðXnÞ ! 1 as

n ! 1. In this appendix we provide the precise definitions

of asymptotic singular value and eigenvalue distributions

for a given sequence of matrices. We also discuss the

informal meaning behind these definitions.

Let ld be the Lebesgue measure in Rd and let CcðCÞ be
the space of continuous complex-valued functions with

bounded support defined on C. If X is an m� m matrix, the

singular values and the eigenvalues of X are denoted by

r1ðXÞ; . . .; rmðXÞ and k1ðXÞ; . . .; kmðXÞ, respectively.

Definition A.1 Let fXngn be a sequence of matrices, let

Nn :¼ sizeðXnÞ, and let g : D � Rd ! C be a measurable

function defined on a set D with 0\ldðDÞ\1.

• We say that fXngn has an (asymptotic) singular value

distribution described by g, and we write fXngn � rg, if

lim
n!1

1

Nn

XNn

i¼1

FðriðXnÞÞ

¼ 1

ldðDÞ

Z
D

Fðjgðy1; . . .;ydÞjÞdy1 � � �dyd; 8F 2 CcðCÞ:

• We say that fXngn has an (asymptotic) eigenvalue

distribution described by g, and we write fXngn � kg, if

lim
n!1

1

Nn

XNn

i¼1

FðkiðXnÞÞ

¼ 1

ldðDÞ

Z
D

Fðgðy1; . . .;ydÞÞdy1 � � �dyd; 8F 2 CcðCÞ:

The informal meaning behind the eigenvalue distribu-

tion fXngn � kg is the following: for all sufficiently large n,

the eigenvalues of Xn (except possibly for a small number

of outliers)5 are approximated by the samples of g over a

uniform grid in D (the domain of g). For example, if

5 It can be shown that the number of outliers divided by the matrix

size Nn converges to 0 as n ! 1. Using Landau’s symbols, this is

expressed by saying that the number of outliers is oðNnÞ.
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d ¼ 1; Nn ¼ n and D ¼ ½a; b�, then the eigenvalues of Xn

are approximately equal to

g


aþ j

b� a

n

�
; j ¼ 1; . . .; n;

for n large enough. Likewise, if d ¼ 2; Nn ¼ n2 and

D ¼ ½a1; b1� � ½a2; b2�, then the eigenvalues of Xn are

approximately equal to

g


a1 þ j1

b1 � a1

n
; a2 þ j2

b2 � a2

n

�
; j1; j2 ¼ 1; . . .; n;

for n large enough. The informal meaning behind the sin-

gular value distribution fXngn � rg is completely analo-

gous: for all sufficiently large n, the singular values of Xn

(except possibly for oðNnÞ outliers) are approximated by

the samples of |g| over a uniform grid in the domain D.

Remark A.1 (Rearrangement) Let g : D � Rd ! R and

suppose that D is a rectangle in Rd, say

D :¼ ½a1; b1� � � � � � ½ad; bd�. For each positive integer r,

let Gr be the uniform grid in D given by

Gr :¼


a1þ

i1

r
ðb1� a1Þ; . . .;ad þ

id

r
ðbd � adÞ

�
: i1; . . .; id ¼ 1; . . .; r

� �
:

Compute the samples of g at the grid points

ðy1; . . .;ydÞ 2 Gr, sort them in increasing order and put them

in a vector ðq1;q2; . . .;qrdÞ. Let gr : ½0;1� !R be the

piecewise linear non-decreasing function that interpolates

the samples ðq0 :¼ q1;q1;q2; . . .;qrd Þ over the nodes

ð0; 1
rd
; 2
rd
; . . .;1Þ, i.e.,

gr

 ‘

rd

�
:¼ q‘; ‘ ¼ 0; . . .; rd:

Under certain conditions on g, which are normally satisfied

in practice, the function gr converges (a.e.) as r ! 1 to a

non-decreasing function g : ½0; 1� ! R, which is referred to

as the rearranged version of g. What is important about g in
view of Definition A.1 is that

Z
D

Fðjgðy1; . . .; ydÞjÞdy1 � � � dyd ¼
Z 1

0

FðjgðtÞjÞdt;

8F 2 CcðCÞ;
ðA:1Þ

and

Z
D

Fðgðy1; . . .; ydÞÞdy1 � � � dyd ¼
Z 1

0

FðgðtÞÞdt;

8F 2 CcðCÞ:
ðA:2Þ

Therefore, if we have fXngn � rg (resp., fXngn � kg), then

we also have fXngn � rg (resp., fXngn � kg). It is also

important to point out that g is the unique non-decreasing

function defined on [0, 1] satisfying (A.2); see, e.g., [14,

Exercise 3.1].

Definition A.1 addresses the case where the singular

value and eigenvalue distributions of a sequence of

matrices are described by a scalar function g. Defini-

tion A.2 deals with the case of a matrix-valued function g.

If g : D � Rd ! Cs�s is an s� s matrix-valued function,

we say that g is measurable if its s2 components

gij : D ! C, i; j ¼ 1; . . .; s, are measurable.

Definition A.2 Let fXngn be a sequence of matrices, let

Nn :¼ sizeðXnÞ, and let g : D � Rd ! Cs�s be a measur-

able s� s matrix-valued function defined on a set D with

0\ldðDÞ\1.

• We say that fXngn has an (asymptotic) singular value

distribution described by g, and we write fXngn � rg, if

lim
n!1

1

Nn

XNn

i¼1

F ri Xnð Þð Þ

¼ 1

ldðDÞ

Z
D

Ps
i¼1 F ri g y1; . . .; ydð Þð Þð Þ

s
dy1 � � � dyd;

8F 2 CcðCÞ;

where riðgðy1; . . .; ydÞÞ, i ¼ 1; . . .; s, are the singular

values of the s� s matrix gðy1; . . .; ydÞ.
• We say that fXngn has an (asymptotic) eigenvalue

distribution described by g, and we write fXngn � kg, if

lim
n!1

1

Nn

XNn

i¼1

F ki Xnð Þð Þ

¼ 1

ldðDÞ

Z
D

Ps
i¼1 F ki g y1; . . .; ydð Þð Þð Þ

s
dy1 � � � dyd;

8F 2 CcðCÞ;

where kiðgðy1; . . .; ydÞÞ, i ¼ 1; . . .; s, are the eigenvalues

of the s� s matrix gðy1; . . .; ydÞ.

Note that Definition A.1 is a special case of Defini-

tion A.2 (set s ¼ 1 in Definition A.2 to obtain Defini-

tion A.1). The informal meaning behind the eigenvalue

distribution fXngn � kg is the following: for all sufficiently

large n, the eigenvalues of Xn can be subdivided into s

different subsets of approximately the same cardinality;

and the eigenvalues belonging to the i-th subset (except

possibly for oðNnÞ outliers) are approximated by the sam-

ples of the i-th eigenvalue function kiðgðy1; . . .; ydÞÞ over a
uniform grid in D (the domain of g). For example, if d ¼
1; Nn ¼ ns and D ¼ ½a; b�, then the eigenvalues of Xn are

approximately equal to

ki


g


aþ j

b� a

n

��
; j ¼ 1; . . .; n; i ¼ 1; . . .; s;
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for n large enough. Likewise, if d ¼ 2; Nn ¼ n2s and

D ¼ ½a1; b1� � ½a2; b2�, then the eigenvalues of Xn are

approximately equal to

ki


g


a1 þ j1

b1 � a1

n
; a2 þ j2

b2 � a2

n

��
;

j1; j2 ¼ 1; . . .; n; i ¼ 1; . . .; s;

for n large enough. The informal meaning behind the sin-

gular value distribution fXngn � rg is completely analogous:

for all sufficiently large n, the singular values of Xn can be

subdivided into s different subsets of approximately the same

cardinality; and the singular values belonging to the i-th

subset (except possibly for oðNnÞ outliers) are approximated

by the samples of the i-th singular value function

riðgðy1; . . .; ydÞÞ over a uniform grid in the domain D.

Remark A.2 (Rearrangement) Let g : D � Rd! Cs�s and

suppose that D is a rectangle in Rd, say

D :¼ ½a1; b1� � � � � � ½ad; bd�. We also assume that the

eigenvalues k1ðgðy1; . . .; ydÞÞ; . . .; ksðgðy1; . . .; ydÞÞ are real

for all ðy1; . . .; ydÞ 2 D. For each positive integer r, let Gr

be the uniform grid in D given by

Gr :¼


a1þ

i1

r
ðb1� a1Þ; . . .;ad þ

id

r
ðbd � adÞ

�
: i1; . . .; id ¼ 1; . . .; r

� �
:

Compute the samples of the eigenvalue functions

k1ðgðy1; . . .;ydÞÞ; . . .;ksðgðy1; . . .;ydÞÞ at the points

ðy1; . . .;ydÞ 2 Gr, sort them in increasing order and put them

in a vector ðq1;q2; . . .;qsrdÞ. Let gr : ½0;1� !R be the

piecewise linear non-decreasing function that interpolates

the samples ðq0 :¼ q1;q1;q2; . . .;qsrdÞ over the nodes

ð0; 1
srd
; 2
srd
; . . .;1Þ, i.e.,

gr

 ‘

srd

�
:¼ q‘; ‘ ¼ 0; . . .; srd:

Under certain (normally satisfied) conditions on g, the

function gr converges (a.e.) as r ! 1 to a non-decreasing

function g : ½0; 1� ! R, which is referred to as the rear-

ranged version of g. What is important about g in view of

Definition A.2 is thatZ
D

Ps
i¼1 F ki g y1; . . .; ydð Þð Þð Þ

s
dy1 � � � dyd

¼
Z 1

0

FðgðtÞÞdt; 8F 2 CcðCÞ:
ðA:3Þ

Therefore, if we have fXngn � kg, then we also have

fXngn � kg. Moreover, by adapting the argument used in

the solution of [14, Exercise 3.1], it can be shown that g is

the unique non-decreasing function defined on [0, 1] sat-

isfying (A.3).
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